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Abstract of the Dissertation

A Study of Select Decays of J /¢ and 1)’ States Produced in
Antiproton-Proton Annihilations
by
Andrew James Smith
Doctor of Philosophy in Physics
University of California, Irvine, 1996
Professor Jonas Schultz, Co-Chair

Professor Mark A. Mandelkern, Co-Chair

The E760 Collaboration performed an experiment in the Antiproton Accumulator
at Fermilab to study resonant formation of the J/¢> and v’ charmonium states formed
in pp annihilations. Decays to high mass eTe™ pairs are detected with a non-magnetic
spectrometer. By comparing the numbers of events detected through the decay chan-
nels ¥ — ete™, ' — J/nTn™, ' — J/n°n°, and ' — J/¢n with the total
number of J/¢ inclusive events (¢ — JX) the experiment made a new measure-
ments of the branching fractions B(¢' — ete™) = (.83 £ 00510 &+ .0755) X 1072,
By — J/prtr™) = (283 £ 2140 £ 2.055) x 1072, By — J/prno—) =
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angular distributions of J/1¢ and ¢’ decays were studied. The angular distribution for
the reactions J/¢ — eTe™ is fit to the theoretical angular distribution 1 + A/ cos*6,
where and A/, was found to be 0.91 £ 0.19. The angular distribution of " decays
to ete™ and J/ X were found to be described by Ay = 0.69 + 0.26. The decay
J/1 — eTe~ vy was observed and found to be consistent with the expected rate for

final state radiation.
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Chapter 1

Introduction

Fermilab experiment E760 was designed for the study of charmonium states pro-
duced in pp annhihilations. Charmonium is a bound state of a charm quark (c¢) and
an anticharm quark (¢). Since the discovery of charmonium in 1974, numerous ex-
periments have studied its properties. However, precise measurements of the states
that do not have quantum numbers of the photon (JX“ = 177) were not well meas-
ured, because they could not be directly formed in electron-positron colliders. In
E760 charmonium is produced in pp annhihilations, where all charmonium states are
directly accessible. Direct measurements of the mass and width of the y; and the y,
states[1] and discovery of the h, state [2] are among this experiments numerous con-
tributions [3, 4, 5, 6, 7, 8]. Because charmonium is produced in pp annhihilations, this
experiment also provides a unique laboratory for the study of the decays of the 17~
charmonium states to ete™, a decay channel that has high backgrounds from direct

scattering in electron positron colliders. This dissertation is a study of such decays.

1.1 The discovery of charmonium

In 1964, Gell-Mann and Zweig [9, 10] independently devised a system for categoriz-

ing hadrons based on their charge, spin and strangeness. They proposed that hadrons



were composed of constituent particles which Gell-Mann called quarks. Three “fla-
vors” of quarks ( up (u), down (d), and strange (s) ) were required to account for the
spectrum of known baryons and mesons. In the same year, Bjorken and Glashow [11]
proposed the existence of a fourth quark, charm (c), to symmetrize the quark system
with the lepton system. Leptons e and p were known to exist paired with neutrino
counterparts v, and v,. If the same were true of the quark system then a fourth quark
is required to form a pair with the s quark.

In 1970, Glashow, Iliopoulos, and Maiani [12] (GIM) demonstrated that the ex-
istence of a fourth quark could explain the observed rates of weak decays. The GIM
mechanism exploits an idea proposed by Cabibbo [13] that the weak interaction mixes
the d and s quarks and extends it to a system of two quark generations, (u,d) and (c,s).
In this formalism, mixing between generations could explain observed rates for flavor
changing decays. This work was later generalized to three generations by Kobayashi
and Masakawa [14] in 1973.

In 1974, Gaillard and Lee [15] estimated that the proposed charm quark mass to

be about 1.5 €2 based on measurements of the K7 — K¢ mass difference. In the same
year, Appelquist and Politzer [16] predicted that the charm quark would form bound
states in a spectrum similar to positronium, which they called “charmonium”. Both
predictions were made prior to the discovery of any direct experimental evidence for
the existence of the charm quark.

In November of 1974 the charm quark was discovered independently by two re-
search groups[17, 18]. Scientists at Brookhaven National Laboratory (BNL) identified

a narrow resonance at about 3.1 G:;V, produced in proton beryllium collisions, that

decayed to electron positron pairs. The same resonance was seen by physicists at
the Stanford Linear Accelerator Laboratory’s SPEAR electron storage ring, by what

would later be called the Mark-I experiment. The BNL group named the new res-
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Figure 1.1: The charmonium spectrum.

onance J and the SLAC group named it ¥». The discovery of the what we now call
the .J/¢ was a critical step in the understanding of the nature of matter. The .J/v
was quickly identified as a 1°S; bound state of a charm and an anticharm quark.

Subsequent searches lead to the discovery of a spectrum of charm quark bound states

(figure 1.1).



Although a total of six quarks have been discovered, the charm quark remains
a subject of much study. Unlike the lighter u,d,s quarks, eight charmonium bound
states reside below the open charm threshold. Strong and electromagnetic decays of
these states can only occur through transitions from one bound state to another or
by annihilation of the charm quark constituents. Weak decays are highly supressed.
This is easily observed by comparing the decay lifetime of the D° meson, a bound
state of a charm and a light quark which undergoes weak decays only, with char-
monium lifetimes. The D° decays in 10~'?s while charmonium states decay in about
10~%?s. Furthermore, because the mass of the charm quark is large compared with
the charmonium binding energy, non-relativistic potential models can be used to test
predictions of quantum chromodynamics (QCD). The same is true for heavier bottom
(b) quark bound states, but the heaviest quark, the top (t), if it forms bound states
at all, forms bound states that are hopelessly mixed because their mass separations

are small compared to the resonance widths.

1.2 Charmonium production in e*e~ annhihilations

Since the discovery of charmonium, its properties have been studied by numer-
ous electron positron collider experiments. Charmonium states .J/¢ and ¢’ can be

*e~ collisions. Several tens of millions of J/¢’s and a few

copiously produced in e
million ©"’s have been produced in this manner. These experiments have low back-
ground rates for most of the decay channels. In eTe™ colliders, charmonium states
are produced through a virtual photon (figure 1.4a). Only charmonium states with

the quantum numbers of the photon (JP“ = 177) can be formed directly using this

method. In these eTe™ experiments, the remaining six charmonium states below the

DD threshold can only be studied through the decays of J/v and ¢’ states.



Although the backgrounds for the process ete™ — J/i(¢)') — hadrons has almost
no background from the non-resonant process, the process ete™ — J/¢(¢)') — ete”
has a large background from direct elastic scattering. Figures 1.2 and 1.3 show the line
shapes for .JJ /1) and ¢’ resonance scans from the Mark-I experiment [19, 20]. The signal
to background ratio for the .J/1¢) resonance scan for the process ete™ — J/¢b — ete”
is about 2:1 at the peak and the decay of ¢/’ to eTe™ is almost undetectable. Fits to the
data from these resonance scans were used to measure the resonance mass, width, and
the branching ratios to hadrons, u* ™ and ete™. In the case of the ', the decay of the
Y to ete™ was excluded from the fit, but the branching fraction B(¢)' — e*e™) could
still be measured from the input channel for ¢’ formation. These data were collected in
the months following the discovery of the J/¢ and . Of numerous electron positron
collider experiments operated since, only the DASP experiment[21] has performed a
careful resonance scan to remeasure these resonance parameters.

Recently, the Mark-I1T experiment measured the branching ratio B(.J/¢ — eTe™)
[22] by studying the process o' — J/¢prt7~. Detection of the two pions identifies
the event. Counting the total number of observed events and the number of events in
which the J/¢ decays to ete™ gives a direct measurement of B(.JJ/¢» — eTe™). The
error in the Mark-TIT measurement is 4 times smaller than Mark-T’s and free from the
systematic errors associated with resonance scans.

In this dissertation, a new measurement of the branching fraction B(¢)' — ete™) is
presented. Because this experiment produces ¢’ in pp annihilations, there is negligible
background from non-resonant processes. The total number of ¢’ events is estimated
by counting the number ¢’ events that decay to J/¢¥ X, where the .J/i) subsequently
decays to ete™. Relatively well measured branching fractions for the processes 1’ —
J/Y X and J/1) — eTe™ are the limiting systematic error in the measurement. Detailed

studies of the angular distribution of ¢/’ and .J/v¢ decays, measurements of branching
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(b)

Figure 1.4: Diagrams for (a) production of charmonium in ete™ through a virtual
photon and (b) production of charmonium in pp through two or three gluons.

fractions B(¢' — J/ymm) and B(¢)' — J/n) and observation of the radiative decay

J/1) — eTe™y are also presented.

1.3 Charmonium production in pp annhihilations

In proton-antiproton annihilations all charmonium states can be directly produced.
Charmonium resonances of even spin are produced through a two gluon intermediate
state and resonances of odd spin are produced through a three gluon intermediate state

(figure 1.4b). In 1985, CERN experiment R704 [23, 24, 25, 26] developed a technique



of stochastically cooling an antiproton beam and colliding it with a hydrogen target.
A two-arm spectrometer was used to detect .J/t¢) decays to ete™. The techniques
developed by R704 were refined in E760. The E760 detector has a larger acceptance
and full azimuthal coverage. The Fermilab Antiproton facility has roughly ten times

the luminosity as the ISR facility at CERN where R704 was situated.



Chapter 2

Theory

In this chapter, the theory of the production of .J/¢ and 1’ charmonium resonances

in pp annihilations and their decays to eTe™ is presented. Also presented is a detailed

analysis, in the helicity formalism, of the angular distribution of ' — J/¢X decays.

2.1 J/v¢ and ¢’ decay to eTe”

The decay width for 17~ charmonium states to light lepton pairs is

64ma’ 16

Pee or wn = 5 190" |1 = o—au(M7))] (2.1)

In this expression, « is the fine structure constant, a; is the coupling constant for
the strong force, M is the mass of the charmonium state and |¢z(0)] is the value
of the charmonium wave function at the origin. Measurement of the decay widths of
J/p — eTe™ and J/¢b — ggg — hadrons have been used to isolate as(M§/¢> [22]. At
the ', the hadronic decays that proceed through the reaction ¢ — ggg are obscured
by the transition decays to other charmonium states where the second charmonium
state subsequently decays hadronically. Therefore, the method used at the .J/v¢ for
measurement a;, is not suitable for use at the v’ resonance.

Y’ decays to lepton pairs have been used by many experiments as a method of

10
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cleanly identifying charmonium states. The limiting systematic error in such exper-
iments is typically the branching ratio of ¢’ to lepton pairs. The new measurement
of Br(y' — ete™) should provide a substantial improvement for many experimental

results.

2.2  Production of J/v¢ and ¢’ in pp annihilations

The coupling of the 17~ charmonium states, J/¢> and ', to the antiproton and
the proton is described in a manner exactly analogous to the coupling of the pro-
ton and antiproton to a time-like virtual photon originally calculated by Rosenbluth
[27]. In this case the massless vector boson (photon) is replaced by a massive vector
boson (J/¢ or ¢'). The transverse and longitudinal polarizations of the produced

charmonium states are

E2
T= F2 44| Gr 202’ <2'2>
+ |@| P
4ﬁ2M2
Gl My (2.3)

L= B2 4 4|CE2pp2°
+ | Gy | P
M,, is the proton mass and G and Gy are the “electric” and “magnetic” Sachs form
factors. Note that the form factors, G and Gy, are not the electromagnetic form
factors of the proton. They are specific to the charmonium state formed.
The processes pp — J/¢» — eTe™ and pp — ¢V’ — eTe~ will be shown to have

electron angular distributions described by

2
AN E2.,, — 482" M2
x 1+ Acos*0,, A= oM G 5 L (2.4)
dcosf E2,, + 4 gf; M§

Where Ecas is the pp center of mass energy and M, is the proton mass. The Sachs

form factors are related to the Pauli form factors by the expressions

q2

Gp=F+ ——
E ]+4M§

F, (2.5)
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If the proton were a structureless fermion, such as e or p, then the Pauli form factor

Fy is zero and the ratio g—ﬂi would be 1. The angular distribution would then be
described by A = %, or Ay = 0.46 and Ay = 0.59. Deviation from these

predicted values is a measure of the proton’s structure.

Claudson, Glashow and Wise[28] assume that in the limit that the quark masses
can be neglected, the qqg vertex must conserve helicity due to the vectorial nature
of the gluon. This result of perturbative QCD 1is used in the form factor formalism
of spin—% particles to perform corrections due to the proton mass. They predict that
Fy = 0.

Carimalo [29] accounts for the non-negligible proton mass by assuming that the
quark masses are equal to %Mp. This method leads to |g—£]|2 = 0.5, predicting Ay =
0.69 and Ay = 0.72.

Murgia and Melis [30] generalized the work of Carimalo. They demonstrate that
the the angular distribution of J/¢ decays can be used to measure the hadronic
distribution amplitudes (DA) which describe how the momentum is shared among the
valence constituents of the proton. A;/, is calculated using several different QCD sum
rules for DA’s. Table 2.1 is a list of proposed QCD sum rule model DA’s along with
the nonrelativistic and asymptotic DA’s and the associated prediction for Az, made

by each.

2.3 Angular Distribution of J/¢ and ¢’ decays

The processes that contribute to the proton-antiproton-charmonium coupling are
manifested in the polarization of the formed charmonium state. The polarization

of charmonium states can be measured through the angular distribution of its decay
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DA Aaju
nonrelativistic 0.688
asymptotic 0.667
Chernyak and Zhitnitsky [31] 0.587
Chernyak, Ogloblin and Zhitnitsky [32] 0.587
King and Sachrajda [33] 0.591
Gari and Stefanis [34] 0.963
Stefanis and Bergmann [35] 0.689

Table 2.1: Predictions for Aj/, for various proposed hadronic distribution amplitudes.
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products. In this section, the angular distribution if .J/1) and ¢’ decays are calculated,
and connection is made between the form of the angular distributions and the form

factors that describe the charmonium production process.

2.3.1 Angular distribution of pp — J/¢(¢') — eTe™

In the helicity formalism, the matrix element for the process pp — J/1(¢') — ete™

can be expressed as
M</\;57 /\pa )‘e‘*‘ ) /\e—> —

*(J o /) *(J ¥ w/) ;
Z CMZD/\;;—J//\p,(;Z\})Z (07 07 O)B/\e+ Ao— DMZ,J){S.: —))\e_ (@7 97 _¢) (27)

M-

The helicity variables are defined in figure 2.3.1. C}y, is the amplitude for production
of a J/i(') with spin projection J. = M. in pp. Bi_, _ is the amplitude for the
J/¥(¢') to decay to ete™. The first D function reduces to dar, (x,-»,). The electron-
positron helicities A.+ and A.- obey the relation A.. = A+ — A~ = £1 in the limit of
the negligible electron mass. Similarly, we define A5, = Az — A,. These substitutions
are made to simplify the notation only. Sums are made over the particle helicities.
Summing over A; = :I:% and A\, = :i:% is equivalent to summing over A5, = +1,—1,0,0.

Applying these constraints to the matrix element gives

Mgy Aee) o DY (6,0, =6)By.Cry. (2.8)

1
For the general process a — b+ ¢ (or b+ ¢ — a ) described by helicity amplitude

Ay, parity conservation requires
A/\b/\c = nanbnc(—l)sb+55—5aA_,\b_)\c. (29)

Na, M, and 7, are the parities of particles a, b, and ¢. For this case,
By.. = (i) (e (=1)%71# 7%+ =% B_; = Bi = B,

] (2.10)
O,\ﬁp = ('I]ﬁp)(nj/w(d)/))(—1)51’7‘*'517—51/1#(1#’) O_/\pp = Ol — O—l-
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Figure 2.1: Helicity variables for pp — J/¢ (') — eTe
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Figure 2.2: Helicity variables for pp — ¢’ — J/¢7m.

We now square the matrix element, average over initial helicity states and sum
over final helicity states to get the form of the angular distribution.
(CF - 2C5)

M| 1+ Mcos®6. A= 1 ~70/ 2.11
IM[* o< 1+ Acos®0., (C2+202) (2.11)

Note that the value of A is restricted to range from -1 to 1, and is entirely dependent

on the J/v(¢') formation amplitudes Cy and C4.

2.3.2 Angular distribution of pp — J/yrr — eTe nw

The J/¢mm decay channel represents about 90% of the total inclusive decay width
of ¥’ to J/v. The variables used in this calculation are defined in figure 2.2.

As in the previous section, the general form of the matrix element is a function of
the initial state helicities for the protons and the final state helicities for the electrons.
The calculation is complicated by the addition of the sum over the J/4 helicity states.

The recoiling 77 system is assumed to have J¥ = 0%, and the ¢/ — J/¢7m decay is
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assumed to produce an isotropic J/v¢ distribution. Studies of ¢’ — J/¢w7m in high
statistics experiments at eTe~ colliders have shown that both of these assumptions
are valid [36]. The isotropy of the J/¢)wm decay is also clearly observable in this
experiment, despite a relatively limited data sample.

The ' — J/¢mm process is assumed to occur via sequential two-body decays:
O — Ty X — ete mm, (2.12)
where X = mm system. The general form for the matrix element is

M(Aps Apy Aet s Aoy Ax) =

x(Jyr) x(Jyr)
Z OM Ap —w)\ M (050a0>A/\1/¢AXDM w)\J/w—)\X(qba a_¢)

Agfy M=

X By o DY (0, — ). (2.13)

J/yv/\ +- )‘

Cu, is the amplitude for ¢’ production in pp, Ay, prx 18 the amplitude for Y decay
to J/¢(nm), and By ,x _ is the amplitude for J/¢ decay into ete™. The nm system
is assumed to have quantum numbers J¥ = 0%, which requires Ax = 0. As in the
previous calculation, the electron-positron helicities A+ and A.- obey the relation
Aee = At — A= = £1, and we define A5, = A; — A, = £1,0,0. The first D function
reduces to dar,,(r,—»,)- Applying these constraints to the matrix element gives

M</\Z5p’/\ee’/\X) X Z DJ\/(IZ,/\J/¢—/\X(¢’ ’_qb)A/\J/W\X

’\J/wMZ

X D (qb/ (9/ ¢/)B/\EECM (S/\ (214)

/\J/uv ee ppv

Parity conservation requires:

Ay = (W’)(W/w)(UX)(_1)S¢'_(SJ/'”+SX)A—AJ/1& = A=Ay,
By, = (nup)(nee)(=1)%r=Cet +5.20B_ = B, = B_y, (2.15)
Cn. = () () (1) P50 0y = O =C_4.
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The assumption that the mm system has J=0 allows us to drop the Ax subscript from
the helicity amplitude for ¢’ decay.

Summing over A, and M, and squaring the matrix element to gives the angular

distribution. The result of the sum is

| M(App, Aee) [Pox

ei(kﬁp¢—¢)d&2pl ()4, ei(fﬁ'—Aw‘ﬁ')dS\)&e (0")B)..C,,

+ ei(Aprﬁ)d(Alﬁ)pO(a)Aoei(_Aeeqs’)dél)\)ee (0')By..Ch,, (2.16)

2

b

i ei(App¢+¢)d(A1) (g)ei(_qSI_A%W)d(—lEAw(9')BAEECA;—W

PP

Where the d&];f&”w are the d functions [37]. Multiplying this expression out gives

| M(Agps Aec) [Pox

(4 O (0) A B O, )+ (d) (O3 (0) A0, C,,)

T (d0) L (0)A0d) ()AL B, Oy,

e (0)d5)o(0) Ao e dY (0)dX(0) B R, + e (217)
+e7dY) (0)dY) _(0) Ao Are®'dY), (01)dSY) (0)B3 CE + .

+ e (0)dS,) (0 AT L) (9)dl), L (0)BEC3,, + cc.

—1)ee

The J/¢ decay helicity amplitude B multiplies each term and therefore is dropped.

Averaging over initial states and summing over final states reduces the matrix element

to

2

|./\/i|2 x % (1 + cosQG') {Cf (1 + 6082(9) + QCgsinQG}

+ Alsin?0’ [20360520 + Cfsinw}

— 2A0A cos(p — &) [cosBsinbcost sinb'] [Cf — 2002} (2.18)

2

+ %cos(% —2¢') [sin*0sin®0'] [CF — 2C3).



19

As we are interested only in the form of the matrix element and not the absolute
magnitude, the ratio of the helicity amplitudes is sufficient to describe the angular
distribution. This reduces the number of free parameters in this calculation to 2.
To reduce the number of free parameters to 1, we exploit the observation that the
' — J/¢ X decay has an isotropic angular distribution in ete™ experiments. This
constraint is applied by integrating equation 2.19 over the primed variables to get
the angular distribution of the ¢’ decay and then choosing values for A; and Ag to

eliminate angular dependence from the ¢’ decay. Integrating over #’ and ¢’ gives
IMJ? o (A2 — A2) (CF - 202) cos™0 + [ AT (CF +2C2) + A2 (2.19)

Therefore, observation of an isotropic .J/v¢ distribution implies A; = £ Ay. Inserting

this result back into equation 2.19 yields

M (1 + c0.92t9') [012 (1 + 00520) + QCgsinQH}
+ 2sin’d [20360829 + Cfsinzlﬂ
F 4dcos (¢ — ¢') [cosOsinfcosh sinb'] [012 — 203} (2.20)

+ cos (26— 2¢') [sin*0sin®0'] [CF — 203

The angular distribution of the electrons can be determined by integrating over 8, ¢
while holding the electron decay direction constant. This calculation is complicated
by the fact that for fixed electron direction in the CMS frame ', ¢' are functions of
f,¢. To simplify the calculation, a new set of variables is introduced to replace ',
¢': 0., ¢., which describe the electron direction in the center of mass frame with
respect to the p direction. 6., ¢. are not functions of 8, ¢. This allows integration over
0. ¢ holding 0., ¢. constant. To write the angular distribution in terms of 4, ¢, 0., ¢.
we must substitute expressions for the primed angles in terms of our set of C.M.

frame variables. By applying Euler angle rotations we find the following relationships



20

between #', ¢’ and the lab frame variables 6, ¢, 0., ¢.. Neglecting the boost of the .J/v
with respect to the center of mass frame, #',¢' can be expressed in terms of 6,0.0., ¢.
through the relations:
sinf' cosd! = (c059c052¢ + sin2gb) sinb.cosp,
+ (cos — 1) singcospsinb.sing, (2.21)

—  sinfcospcost.,

sind'sing’ = (COS(QS?:TLQ¢ + 6032¢) sinb.sino,

+ (cos — 1) singcospsinb.cosdp. (2.22)
—  sinflsingcos.,
cost = sinfcospsinb.cosd,
+  sinfsingsinb.sing, (2.23)

+  cosbcosh..

Using these expressions, | M|? is rewritten as a function of 6, ¢, 0., ¢.. We are now
free to integrate over # and ¢ the get the angular distribution of the electrons. The

integration yields
IMP o [3cos?0, +19] OF + [~3cos®0. + 11] 203

+ [6005206 — 2] (012 — 203) + [6(;05293 - 2] (C’f - 203) . (2.24)

For the 2 cases, A} = +Ap and A; = — Ay, the electron angular distribution reduces
to
|./\/l|2 o 1 + Acos?0.. Al = + Ay, (2.25)

M| o< (4) +15) 4+ 3Acos?0,, Ay = —Ao. (2.26)
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. C2-2C2 . . ey .
As before, in each case A = crrace Both solutions equally well satisfy initial condi-
1 0

tions of the calculation. However, they predict distinctly different angular distribu-
tions. For example, when A = 1 (A = 1 if the ¢’ resonance were formed in an ete”
annihilation) A; = Ag yields a 1+ cos?6. distribution, whereas the alternate solution,
with A; = — Ay, predicts a 1 + 13—9605295 distribution. Clearly, only one solution is
correct. Observations by experiments at ete™ colliders rule out the A; = — A solu-
tion. One might expect that the A; = Ag solution is correct. The w7 system carries
no internal spin (Jx = 0) and the ' — J/¢X decay is isotopic, which suggests an
[ = 0 decay. If the decay is purely s-wave, the J/i¢ carries away the spin of the v’
and decays with the same angular distribution as ¢’ — ete™ , 1+ Acos?f.. The origin

of the false solution is examined in section 1.4.4.

2.3.3 Angular distribution of pp — J/¢Yn — ete™n

The ' — J/v¥n decays are of limited importance in determining the angular
distribution of inclusive ¢' decays, because they only represent about 5% of the total
inclusive decay fraction. However, the result is important in studying the exclusive
J/vn channel. The variables used in this calculation are defined in figure 2.3

The derivation of the angular distribution for this channel is similar to the J/¢ymm
channel discussed in the previous section. The only difference is that the n(7r) has
odd parity, whereas the 77 system in the previous calculation is assumed to have even
parity. This difference changes the constraints on the relations between the helicity
amplitudes for the ¢/" decay from A; = A_; to Ay = —A_y, and provides the additional
constraint that Ag = 0. Applying these results to equation 2.13 | averaging over initial

state helicities and summing over final state helicities gives



/
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Figure 2.3: Helicity variables for pp — ¢ — J/vn(7°).
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W o (1 + 00520') [C’f (1 + 00329) + QCgsz'nQ@}
— cos(2¢ — 2¢") [sin295in29'} [012 — 203} . (2.27)

As before the expressions involving primed variables are rewritten in terms of
0,0,0.,¢. and integrated over § and ¢ to get the form of the electron angular distri-
bution in the center of mass frame. The angular distribution for the electrons in the
center of mass frame is

IM|* o (5) +4) — 4)cos™d.. (2.28)

Integration of equation 2.27 over the primed J/i¢> decay angles gives the angular

distribution of the ' — J/v¥n decay. The integration yields

IM|* 1+ Aeos?d. (2.29)

This result is strikingly different from the result for the J/¢¥mm decay of the ¢’ where,

based on observation, the J/1 distribution was explicitly assumed to be isotropic.

2.3.4 Interpretation of extra solution for ¢/ — J/¢nw

An alternate method of calculating the angular distribution of the process pp —
' — J/pmm is to calculate directly the angular distributions for the allowed orbital
angular momenta [ = 0 (s-wave) and [ = 2 (d-wave) decays of ¢’ to J/¢pmm. Orbital
angular momentum greater than [ = 2 is prohibited by conservation of angular mo-
mentum. The [ = 1 decay is excluded because it violates parity. As before we will
assume that the w7 system has spin 0 and the decay proceeds as a series of 2-body
decays: ¢ — J/ X, J/p — eTe, and X — 7.

Consider the case where the 9’ decay is purely s-wave. The absence of orbital

angular momentum demands that the J/¢ carry away the polarization of the ¢'. In
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this case, the electrons from the .J/v¢ decay will have the same angular distribution
as in the v’ decay to ete™, 1 + Acos?d,. This is the A; = Ay result from the helicity
formalism solution.

Now, consider a coherent superposition of [ = 2 and [ = 0. Denote the .J/¢ X state
arising from the decay of a ¢’ with spin projection .J, and the spin state of the J/1
by xm, where m = S,. The normalized superposition of [ = 0 and [ = 2 decays is
expressed as

1], >= (a|lJ, >i1=0 +|1.J, >i1=2). (2.30)

1
V14 a?

The final states corresponding to the values .J, = +1,0, —1 are expressed as

1 3 3 1

11> = o \/gYQQX_l—\/EY;XO—I—(MEY;—I—QYOO)Xl . (2.31)
1 3 2 3

10> = =V 21X-1‘<\[3 S -\ ), (282)

1 [ 1 /3 3
|] _] > - ﬁ ( ES/QO + CLS/OO)X_l + ES/Q]XO + \/;S/QQX1 . (233)

Squaring these expressions gives the angular distribution for the decay of ¥’ for the

3 initial state polarizations. The angular distribution of the .J/¢ for ¢’ initial states
11> and |1 =1 > is

1

m {(5 —2v2a + 4a2) + (=3 + 6@&)60520)} , (2.34)

and ¢’ spin state |1 0 > decays with angular distribution

m {(1+2v2a + 24%) + (3 — 6V2a)cos*0) } . (2.35)

As in the helicity analysis, 6 is the the decay angle of the J/v in the ¢’ center of
mass frame. In each case the ¢’ decay is isotropic for a? = é. This solution satisfies
the conditions imposed in the helicity formalism calculation equally well as the pure

s-wave case. However, the eTe™ angular distribution is quite different in the pure
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s-wave calculation. The electron angular distribution can be determined by summing
the probabilities for each .J/v spin state, x,,. For the three ¢/’ spin configurations, the

occupation probabilities of the three J/v spin states are

1150 P = o Plw) = Py = 90 (2.35)

WU T ey TN T 00 1) TN T ey
b y_ 3 it | 3

1o Pl = 85 phg = — 2 Py = (239

T Py E Ty P = ey T T s ey

For J/+ polarizations y_; and x; the electron angular distribution is %(1 +cos%8.),
and the angular distribution of electrons decaying from the xq polarization state is
(1 — cos*d.). Using the notation from the previous section, the ¢’ spin states [1 1 >

and |1 —1 > are equally populated and the state |1 0 > is produced with frequency

}_T_—i|1 1 >. Summing the contributions for from each polarization state, and setting
a* = é to demand .J/¢ isotropy yields electron angular distribution

(4X 4+ 15) + 3cos?0. . (2.39)

This is precisely the result obtained for the A; = —Ag helicity formalism solution.
This solution is a unique coherent superposition of [ = 2 and [ = 0 (predominantly

[ =2) ¢ decays that produces an isotropic ¢ — J/1 X decay angular distribution.



Chapter 3

Experimental Apparatus

The E760 experiment was conducted at the Fermi National Accelerator Laboratory
(FNAL). The E760 detector is a non-magnetic spectrometer optimized for the detec-
tion of high mass 2-body charmonium decays to electromagnetic final states. The

apparatus was located in the Fermilab Antiproton Accumulator facility.

3.1 Fermi National Accelerator Laboratory

FNAL was designed and constructed to provide high energy proton beams for
fixed target experiments. Expansion has seen the installation of an antiproton pro-
duction and storage facility and the construction of two large collider experiments.
Fermilab maintains the world’s highest energy hadron collider facilities and supports
a broad experimental and theoretical research program. Figure 3.1 is a diagram of

the accelerator beam lines.

3.2 Antiproton Source

The Antiproton Source[39] was designed for production and storage of antiprotons

for use by the high energy collider program. The facility was modified to allow
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deceleration and cooling of the direct current p beam for experiment E760.

The process of producing antiprotons begins with a multistage process of producing
a high energy proton beam. H™ ions are accelerated to a kinetic energy of 750 keV with
a Cockroft-Walton accelerator. The ions are then injected into a linear accelerator
where their kinetic energy is brought to 200 MeV. The H™ are then passed through
a carbon foil where the electrons are stripped away and the proton is transported to
the Booster. The Booster is a proton synchrotron with circumference of 500m. In the
Booster the protons are accelerated to 8 GeV and injected into the Main Ring. The
Main Ring synchrotron accelerates the protons to 120 GeV.

Antiprotons are produced by extracting bunches of 120 GeV protons from the Main
Ring which strike a tungsten/rhenium target. Antiprotons produced in interactions
with the target are focused with a lithium lens and transported to the Debuncher. The
Debuncher narrows the energy distribution of the antiprotons and broadens the bunch
length. The transverse emitence, the phase space area of the beam in the transverse
direction, of the beam is also reduced prior to injection into the Accumulator. The
Accumulator receives pulses of antiprotons from the Debuncher. The antiprotons are
stochastically cooled to the core orbit where they are stored at a total momentum of
8.9 GeV. During the course of this experiment, “stacks” of antiprotons were collected
in the accumulator as large as 40 mA or 4 x 10" antiprotons.

As originally designed, antiprotons are stored in the Accumulator until they are
extracted to the Main Ring, accelerated, and injected into the Tevatron for use by
colliding beam experiments. Modifications were made in the facility to allow for
the deceleration of the beam to energies appropriate for resonant production of char-
monium states. The Accumulator is capable of reducing the beam momentum as low
as 3.5 GeV/c. This allows access to all charmonium states below the DD threshold.

After p accumulation is complete, the beam is stochastically cooled and decelerated,



29

pbeam i

y T o
. .
iaainiiainnn

{o vocuum pumps

Figure 3.2: Diagram of E760 hydrogen gas jet target.

at about 20 MeV/c per second, to the desired energy. After deceleration and addi-
tional stochastic cooling, the beam has an energy spread of about %p ~ 2 x 107" and

a transverse RMS radius of & 1.2mm.

3.3 H, Gas Jet Target

A hydrogen gas jet target [41] was constructed to provide a high density proton
target for the circulating p beam. Molecular hydrogen was cooled to liquid nitrogen
temperature and injected from a nozzle into the Accumulator vacuum system. A series
of “skimmers” kept the jet narrow as it traversed a series of vacuum chambers. In the
interaction region the target size was approximately 1 em®. A series of vacuum pumps
continuously removed the extraneous hydrogen. With the gas jet on, the p lifetime

ranged from 30-60 hours. Figure 3.3 is a diagram of the gas jet target system.

3.4 Luminosity Monitor

Luminosity measurements for E760 were provided by a high-resolution silicon

detector[42] positioned 147 ¢cm below the target region. The 0.5 mm thick instrument
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had 1 em x 5 cm active area and was positioned at an angle of 86.5° with respect to
the p direction. Protons with kinetic energy less that 8 MeV will stop in the detector.
By utilizing existing measurements of the forward elastic scattering cross section, the

Luminosity £ is related to the counts N by

/L: f daela t:ch (31)

Although the controls for the luminosity monitor were separate from those for the data
collection for E760, luminosity runs and data runs were coordinated. Sufficient data
were collected in each luminosity run ( 1-2 hours ) to guarantee a negligible ( 0.1%)
contribution from counting statistics to the measurement error. A systematic error of
2.2% in the absolute luminosity measurement was due to uncertainty in the detector

solid angle and the world data for the elastic scattering cross section.

3.5 E760 Detector

The E760 detector was designed for the detection of high invariant mass elec-
tromagnetic decays of charmonium resonances, while rejecting large hadronic back-
grounds. The detector has full azimuthal coverage and covers laboratory polar angles
between 2° and 70°. An array of hodoscopes were used for triggering. A threshold gas
Cerenkov chamber was employed to identify electrons. Two calorimeters were used
to measure the energies of electrons and photons. Figure 3.3 is a diagram of the E760

detector.

3.5.1 Hodoscopes

Three hodoscope arrays, constructed from NE102 plastic scintillator, were used for

triggering and tracking. Closest to the interaction region was hodoscope H1. H1 was
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constructed from eight 2 mm thick azimuthally segmented elements, and positioned
immediately outside the 0.2 mm thick stainless steel beam pipe. H1 covers lab polar
angles 9° < 0, < 65, and was tapered inward so that tracks of all angles impact the
detector approximately perpendicular to its surface.

Hodoscope H2 was constructed of thirty-two 4 mm thick elements. Like H1, H2
was segmented azimuthally and has full azimuthal coverage. H2 is positioned 17 ¢m
from the beam and covers laboratory polar angles 12° < 6, < 65°.

The forward charged veto (FCV) covers the polar angle region 2° < 1, < 9°.
FCV was constructed from eight pie shaped paddles positioned perpendicular to the
beam line.

H1 and H2 were used by the charged hardware trigger. The H1 and FCV hodo-
scopes were employed by the neutral triggers to reject events with charged tracks. In
addition to its use in the hardware trigger, the pulse height from H2 was used offline

to separate single charged tracks from Dalitz decays and photon conversions.

3.5.2 Charged Particle Tracking

A series of charged particle tracking detectors provided measurement of 6;,; and
O1ap for electrons and pions. In the barrel portion of the detector, working from the
beam line outward, a straw chamber[43], a radial projection chamber (RPC)[44] a
multi-wire proportional chamber (MWPC) and an outer tracking chamber made from
larocci tubes, or limited streamer tubes (LST), provide charged particle tracking. In
the forward region, a three plane multi-wire proportional chamber positioned perpen-
dicular to the beam provided charged tracking coverage. Downstream of the barrel
portion of the detector, prior to the forward calorimeter, a three plane straw chamber

(FSTR) provied charged particle tracking in the forward region.
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Figure 3.4: MWPC and RPC chamber diagram.

The straw chamber was located immediately outside hodoscope H1. The chamber
was made up of two layers of 22 cm long mylar straws positioned 5.52 ¢cm and 6.35
cm from the beam line. A 25 ym diameter wire runs the length of each straw and an
Ar-CO;3-CHy gas mixture is continuously flowed through the chamber. A resolution
of 200 pgm in azimuthal track position is achieved by analysis of drift times and a z
coordinate resolution of 3 mm was obtained from charge division.

Located between the straws and hodoscope H2 was a single chamber containing
both the RPC and the MWPC. The RPC contains 80 sense wires, 20um in diameter,
and 80 field wires, 100 pm in diameter. The sense wires are made of a Fe-Ni-Cr
alloy with a resistance of 3300 % The multiplication region is separated from the
drift volume by a cylindrical grid of 240 100um wires kept at a lower voltage than
the field wires. The cylindrical MWPC is 10 mm thick and contains 320 gold-plated
tungsten sense wires, 20pm in diameter. Four MWPC wires cover a single RPC cell.
The MWPC removes the left-right ambiguity from the RPC. The RPC provided both
tracking and £ data. Figures 3.4 is a diagram of the chamber. Figure 3.5 is a cross

section of a drift cell.



Figure 3.5:

Drift cell cross section.
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3.5.3 Cerenkov Counter

A threshold Cerenkov [45] counter was used for electron /pion separation and trig-
gering. The chamber was segmented into eight azimuthal sectors each containing an
independent optical system. An aluminum foil septum divided each sector into a small
angle cell (15° < § < 38°) and a large angle cell (38° < 6 < 70°). The counter was
operated at atmospheric pressure with C'O; in the small angle cell and Freon 13 in
the large angle cell. The threshold for Cerenkov light production by pions in the small
angle cell was 4.9 GeV/c and 3.7 GeV/c in the large angle cell. Light produced by
electrons from the target is reflected by mirrors to 16 photomultiplier tubes located

outside the detector’s active volume. Figure 3.6 is a diagram of the Cerenkov counter.

3.5.4 Central Calorimeter

The central calorimeter (CCAL) [46] was the primary detector system in the E760
experiment. The CCAL provided energy measurements for electrons and photons as
well as measurements of § and ¢ that rivaled the resolution of the tracking chambers.

In addition, the CCAL signals were used in all physics triggers.
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The CCAL was designed to distinguish isolated electron and photon showers from
7% decays to two photons. 7% that decay symmetrically (both photons of equal en-
ergy) can produce showers that overlap and can be misidentified as single photon
showers if the detector were too coarsely segmented. The granularity of the detector
had to be sufficient to recognize such decays. Asymmetric 7° decays can also mimic
single photon showers, if the lower energy photon from a 7% decay is below the detector
threshold. To control these backgrounds a design energy threshold of 50 MeV with
an efficiency of 95% was specified. Lead glass was chosen as the detection material
because of its low cost, excelent energy resolution and resistance to radiation damage.
High energy electrons and photons impacting lead glass produced cascades of sec-
ondary electrons and photons called “showers”. Cerenkov light emited by electrons
in a shower is detected and used to estimate the energy and impact position of the
showering particle.

The CCAL consisted of 1280 lead glass blocks, each block pointing toward the
gas-jet target. The detector was constructed from 64 identical wedges that provided
complete azimuthal coverage. Each wedge contained 20 uniquely shaped blocks that
cover 112 < 6 < 70°. Figure 3.7 is a diagram of a wedge assembly. The block
were shaped as erect pyramidal frustra with trapezoidal bases. The dimensions and
positions of the 20 block shapes are given in table 3.1. F2 lead glass was used because
of its superior light production and transmission qualities. F2 lead glass has a density
of 3.61 —Zz, a radiation length of 3.141 em and a refractive index of 1.651. Fach
wedge 1s independent mechanically and electrically. Inside each wedge, the 20 blocks
are separated by 0.254 mm stainless steel fins. Structural support was provided by
0.735 mm stainless steel skins that enclosed the counters. Photomultiplier tubes were
attached to each of the blocks. Four models of Hamamatsu PMTs (R3036-02,R3345-
02,R2154-04,R580-13), ranging in size from 1.5 in. to 3.0 in., were used.
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Block  Length Af Distance Fractional
number (Lg units) (deg) from target PMT

(cm) coverage
1 12.03 5.226 72.44 0.473
2 12.30 5.031 75.87 0.475
3 12.70 4.803 80.07 0.476
4 13.21 4.552  85.08 0.478
3 13.86 4.284  90.96 0.479
6 14.65 4.007  97.79 0.481
7 15.59 3.728 105.62 0.482
8 15.92 3.451 114.54 0.497
9 15.92 3.183 124.66 0.520
10 15.92 2.925 136.07 0.544
11 15.92 2.679 148.89 0.568
12 15.92 2.449 163.26 0.593
13 15.92 2.233 179.34 0.617
14 15.92 2.033 197.28 0.641
15 15.92 1.848  197.29 0.546
16 15.92 1.678  197.29 0.664
17 15.92 1.522  197.30 0.527
18 15.92 1.380 197.30 0.644
19 15.92 1.250 197.30 0.443
20 15.92 1.131  197.30 0.543

Table 3.1: Dimensions and positions of lead glass blocks.

Discussions of the CCAL event reconstruction and calibration are presented in

sections 8 and 9 of this chapter.

3.5.5 Forward Calorimeter

The forward calorimeter (FCAL) [47] consists of 144 lead-scintillator sandwich
modules. The modules are arranged in a 13x13 array, perpendicular to the beam

axis, with 6 modules removed from each corner and the center module removed to
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Figure 3.8: Forward Calorimeter.

make room for the beam pipe. The detector was located 340 ¢m downstream from
the target. The FCAL covers polar angles 2° < 6 < 12°. Each 10 cm x 10 cm
module consists of 148 layers of alternating lead and plastic scintillator. Light from
the scintillators was collected by a wavelength shifter plate along one side of each

module. The wavelength shifter plate was attached to a light guide that transmits

the light to a PMT. The energy resolution of the FCAL was Z£ = %K The spatial

resolution was o, = o, = 3 cm at the face of detector. Figure 3.8 and 3.9 are diagrams

of the FCATL and an FCAL module assembly.

3.6 Data Acquisition System

The E760 data acquisition system was required to separate charmonium decay

candidates from a large pp direct annihilation background. Annihilation rates within



Figure 3.9:

FCAL module assembly.
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the detector ranged as high as 700 K Hz, while the maximum readout rate for the
charged trigger was about 100 Hz and for the neutral trigger readout was about 1000
Hz. For this reason, a high bandwidth data acquisition system was required and
several very selective triggers were designed to separate the charmonium signals from

the sea of background.

3.6.1 CCAL Trigger Hardware

The calorimeter trigger [48] provided high speed identification of patterns consist-
ent with two back-to-back, or nearly back-to-back, energy deposits consistent with
two body decays such as J/v) — ete™ or ¢ — eTe™.

Signals from the 1280 photomultiplier tubes were split in the experimental hall
at the level T summer. 97% of the charge from each PMT is transmitted through a
delay cable to a FERA ADC. The remaining 3% is directed to the level I summer. In
each of the 20 rings, signals from sets of 9 adjacent blocks were summed to form a
single signal. The 9 block sums overlap so that blocks at the edge of one sum were
also members of the adjacent sum (figure3.10b). The signals from the “super-wedges”
were transported to the level II summer located in the counting room. At this stage
the CCAL segmentation has been reduced to 20 ring x 8 super-wedge = 160 channels.

At the level IT summer, the 160 signals were again split. A portion of each signal
is passed to 160 discriminator modules with a common threshold. The logical OR of
the discriminators forms the timing signal for the CCAL readout gate. The remaining
portion of the 160 signals is summed along the polar axis. 5 super-rings were formed
from the 20 signals from each super-wedge. As in the summation over the azimuthal
axis, adjacent super-rings overlap by one block. Table 3.2 gives the summing pattern

for the twenty rings. The summation forms forty ( 5 super-ring x 8 super-wedge )
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super-block signals. Fach of the 40 outputs is divided yet again into three signals.
One set of forty signals is passed to the CCAL trigger logic and the remaining two
were used to determine shower timing. Figure 3.10c is a diagram of the super-block

segmentation.

super-ring ring numbers

1-4
4-8
8-12
12-16
16-20

U W N —

Table 3.2: Super-ring summation pattern.

The PBGI1 trigger was formed when two of the forty super-blocks were above a
discriminator threshold and were either back-to-back in ¢ or were within one super-
wedge of being back-to-back. The discriminator thresholds were roughly equal to %
of the expected pulse height produced by an electron shower from the the reaction
pp — ete™. The discriminator thresholds therefore gradually increased for each of

the five super-rings as 6 decreases and also increased with beam energy.

3.6.2 Triggers

The trigger system was divided into three levels. The level 1 triggers form elec-
tronic logic elements from pulse height and topological hit patterns in the hodoscopes,
the Cerenkov counter, and the calorimeters. The level 2 trigger combines the logic
elements generated at level 1 and determines whether or not the event is to be read

out. Events passing level 2 were read out into a memory buffer of a real time com-
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puting system. There, the level 3 trigger software reconstructs the event and decides

whether or not to write the event to tape.

Level 1

At level 1 the following logical trigger elements were formed:

H10R - Hit detected in the hodoscope H1.

H20R - Hit detected in the hodoscope H2.

N1 - H1 Multiplicity. Number of H1 modules hit.

Ny2 - H2 Multiplicity. Number of H2 modules hit.

FCVOR - Hit detected in the forward charged veto hodoscope.

CCAL - Hit detected in Central Calorimeter.

PBG1 - Two large deposits detected in central calorimeter
super-blocks that are loosely consistent with high
invariant mass decays to two body final states.
Coincidence between a super-block and one of the
three modules azimuthally opposite is required.

PBG2 - The same as PBG1 except one-to-one coincidence
between azimuthally opposite super cluster hits is
required.

ETOT - Total energy, as measured by an analog sum of all
central calorimeter channels, greater than about 85%
of the total lab energy.

FCAL - Hit detected in the forward calorimeter.

h-1991 - Hadron Tag. Coincidence detected between a hit in

hodoscope H1 and a hit in any of the 4 modules of
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Cherenkov Counter H2 H1

Figure 3.11: Diagram of H1, H2, and Cerenkov elements available to form a hadron
or electron tag with 1991 trigger configuration.

h-1990

2h
2e

COPL

hodoscope H2 that subtend the same azimuthal angle or
a hit in either of the two adjacent modules. See
figure 3.11.

Hadron Tag. Same as h-1991 except only the

central 4 elements of H2 are included in the
coincidence.

Electron Tag. A hadron tag detected in coincidence
with a hit in the associated Cerenkov counter
module.

Two or more hadron tags.

Two or more electron tags.

Coplanarity. Two hits detected in H2 separated by no

more than 17 and no less than 19 counters.
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Level 2

The level 2 triggers received as input the logical trigger element generated at level

1. There were four level 2 physics triggers:

MLU1 - Charged Trigger. Identifies candidate events for
decays of J/v or ¥’ to ete™.

MLU2 - Charged Trigger. Identifies candidates events for
2 charged hadron final states such as
pp — pp or wtm~,

MLU3 - Test trigger.

MLU4 - Neutral trigger. Identifies events with final states

containing only ~’s.

Events with MLU1, MLU2, or MLU3 triggers would read out all detector elements
to the memory buffers. Readout of all detector elements takes about 1 ms. The neutral
trigger, MLU4 | only reads out the the hodoscopes and the Calorimeters. Restricting
the element readout by the neutral trigger reduces the dead time to 0.1 ms. The
MLU2 trigger was prescaled, typically by a factor of 200, due to its high rate.

The MLUI charged trigger was defined as a logical OR of three groups of level
1 trigger logic elements. The groups were distinguished by the number of Cerenkov
counter hits associated with charged tracks. The three trigger groups were defined as

follows:
2 Cerenkov - (PBG1) @ (N <4) @ (N2 < 4) @ (2h) @ (2e)

1 Cerenkov - (PBG1) @ (Nup =2) @ (N2 =2) ® (2h) @ (le) @ (COPL)
0 Cerenkov - (PBG1) ® (Nm =2) ® (Ni = 2) ® (2h) ® (COPL) @ (FCVOR)
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Three triggers were implemented to compensate for the low efficiency of the Cerenkov
counter in the region of the septum that separates the upstream and downstream
cells. A fourth trigger was employed to evaluate the efficiency of the (PBG1) trigger

element. This trigger was defined as

2 Cerenkov / No CCAL - (Ny; =2) ® (N, = 2) ® (2h) ® (2¢) ® (COPL)
® (FCVOR)

and was only implemented during running at the .J/¢ resonance.
The MLU4 neutral trigger was defined as the logical OR of two level 1 trigger

element groups:

Two body - (PBG1) ® (HIOR) ® (FCVOR)

Total Energy - (ETOT) ® (HIOR) @ (FCVOR) ® (FCAL)

The first of the two triggers was designed to detect neutral events containing two
energy deposits in the CCAL with a high invariant mass, consistent with final states
such as 7°7° or 4. The second of the two triggers detects those events in which most

of the available energy was detected by the CCAL.

3.7 Central Calorimeter Gain Monitor

A gain monitoring system [49] was employed to study the drift of the CCAL gain
constants between calibrations. A Xenon flash lamp was used to transmit an optical
pulse through fiber optic cables to each of the 1280 blocks in the central calorimeter.
The output of the flash lamp was monitored with a photomultiplier tube normalized
with a 2°"Bi pulser. The system was triggered at a rate of é Hz continuously when

the detector was operating.
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3.8 Central Calorimeter Reconstruction

The CCATL measures the energy and position of electromagnetic showers produced
by high energy electrons and photons. Showers were almost always completely con-
tained within a 3 x 3 block grid. Each 3 x 3 grid containing a single shower is called
a “cluster”.

The offline clustering algorithm searched the CCAL hit map for blocks that contain
more energy than each of their neighbors. These blocks defined cluster centers. Each
cluster center must have at least 25 MeV and the sum of the cluster center and the
eight neighboring blocks must be greater than 50 MeV in order to be reconstructed.
In some analyses, the thresholds were lowered to 15 MeV and 25 MeV respectively,
but the higher thresholds were used in the analysis presented in this dissertation.

The algorithm loops over the cluster centers and estimates the shower energy as
the sum of the energy deposits in each of the nine blocks and the shower position is

estimated as the weighted position sum in the ring and wedge directions:

Z?: Fix;
"= ﬁ’ (3.2)
=1 "
Z?:l Ez

In these expressions, F; is the energy in block ¢ and z; and y; are the block numbers
in the ring and wedge directions respectively. The block numbers take the values -1,
0 and 1 only. Variables r and w are a measure of the position of the shower center
within the central block. r = 0 and w = 0 corresponds to the block center, and the
block edge was defined as r or w = 0.5.

Examination of the data reveals that shower position distributions were strongly
peaked at block centers, although electrons and photons were smoothly distributed

throughout the detector. The energy weighted positions were modified with the func-
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tions
] ]
'] =A,(1 —e_a)+B,(1 —6_5) (3.4)
[w] [w]
lw'| = Aw(l — e_ﬂ) + Bw(l — e_@) (3.5)

Parameters A,, ra, B,, rg, A, wa, B, and wp were determined by studying test
beam data and .J/¢ — ete™ decays.

The energy measurement for showers centered near block boundaries was found to
be underestimated by simply summing the energy in each of the nine blocks that form
the cluster. This was because energy absorbed by the steel fins that separate the blocks
within each wedge and the steel skins that separate the wedges was undetected. The

energies were corrected based on the position of the shower center with the formula

Emeasured (3 6)
"] _ || _ Jw!!| .

(1—=Crye 7c£).(1 = Cue” 7c — Dye ™p)

In this expression, " and w” are the positions of the shower center measured from

Ecorrected -

the edge of the block rather than the block center. The parameters C,4, rot, Cy, we,
D, and wp were determined, as with the position correction parameters, through the
study of test beam data and J/v¢ decays. To account for the effect of the staggering of
the blocks two sets of ring position energy correction parameters were employed. )4
and r¢y are used for showers centered upstream of the block center and C,_ and re_
are used for showers centered downstream of the block center. All the parameters for
both the position and energy correction function are given in table 3.3.

The resolution of the CCAL was determined through the study of data. The RMS

energy resolution was estimated to be

O0F  0.05
— = —+ 0.005 + 0-30(Ecor7‘ected - Emeasured)- (37)

E  VE

The RMS resolution of the detector in angles § and ¢ were parameterized as

126.46¢cm

CCAL sin

860 = (3.67 + 1.63R) mrad, (3.8)
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Parameter value ‘Parameter value

A, 0.2601 Ay 0.3138
A 0.0321 wy 0.0397
B, 0.2574 B,  0.1969
rB 0.0397 wpg 0.1715
C_ 0.0614 Cw 0.1474
ro_ 0.1357 we 0.0204
Chry 0.0857 D, 0.1594
rot 0.0508 wp 0.0784

Table 3.3: Parameters of CCAL reconstruction algorithm.

Tdem
56 = (5.90 + 2.62W) oA, (3.9)

RCCAL

In these expressions, R and W are the distances from the shower centers to the block
boundaries in centimeters in the ring and wedge directions respectively and Recar
is the distance from the interaction point to the front face of the central block of
the cluster. Showers detected only by blocks contained within a single wedge or a
single ring were assigned a ¢ or 6 error equivalent to a position error of 0.3 times the

dimension of the block face.

3.9 Central Calorimeter Calibration

For the 1990 data, the CCAL gain constants were determined by studying showers
from J/i» — ete™ events. For this 2-body decay, energy of an electron is exactly
determined by the particle’s polar angle which was measured by the tracking cham-
bers. With knowledge of the impact position and energy of the showering electron,

the expected energy deposited in each of the nine blocks in the cluster was estim-
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ated. Comparison of the predicted energy with the measured ADC channel provided
a measurement of the gain constant for each CCAL block illuminated by electrons
from J/¢ decays (rings 1-14). Unfortunately, the gain constants could only be meas-
ured for data collected at the .J/¢. The gain constant drift in subsequent data runs at
other energies was corrected using the gain monitoring system, but errors in normal-
ization of the gain monitor led to a degradation of the detector calibration over time.
Furthermore, The accuracy of the gain constants was limited by the number of .J/v
events available. Only about 4000 .J/¢ — ete™ events were recorded during the 1990
running period.

In the 1991 data, the CCAL gain constants were measured using pp — w°7° — 4~
events. m°m? events are copiously produced at all beam energies, so the calibration
procedure could be repeated with each stack. The calibration procedure was more
complex for 7°7° events because the shower positions and energies can not be predicted
using the tracking chambers. An iterative procedure was developed that approxim-
ated the gain constants, calculated the shower energies and positions, and then used
the calculated shower energies to reestimate the gain constants. The procedure was
repeated until the gains stabilized.

The w°w° calibration procedure could not be used with the 1990 data, because the
neutral trigger used to collect 77 events gated the CCAL with a different timing
signal than the charged trigger used to collect J/¢bp — ete™ events. The neutral
trigger’s gate signal was poorly timed and subject to a jitter that often truncated the
leading edge of pulses from the calorimeter. The neutral data collected in the 1990
run was unusable. For the 1991 data run, the timing problem was corrected, and a

single timing signal was used for both the charged and neutral triggers.
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3.10 Central Calorimeter Pile-up

The pp annihilation rate ranged as high as 700 kHz during the 1991 data run. At
this rate, nearly 10% of the time an uncorrelated pp annihilation will occur within a 150
ns CCAL readout gate. Additional backgrounds were present from annihilations prior
to the CCAL gate with tails that extend into the gate region. We call showers produced
by events not correlated with the event satisfying the trigger “pile-up” showers.

To identify the spurious pile-up clusters, a system of overlapping gates was devised.
Two sets of forty signals from the level 1T summer were passed to a bank of 80 FERA
ADCs. The first set was gated with the timing signal used by the CCAL readout gate,
the second set was gated 100ns prior to the CCAL trigger gate (figure 3.12). “On-
time” clusters can be separated from pile-up clusters by the measurement of the ratio
of the charge collected in each of the two gates. Clusters produced by annihilations
prior to the trigger were identified by the larger than expected deposit in the early
gate, and clusters from late annihilations produced larger than expected deposits in
the on time gate. The pile-up identification system was implemented for the 1991
data Tun only. The pile-up system was able to identify 97 % of pile-up clusters with

energies in excess of 150 MeV.
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Figure 3.12: Diagram of overlapping gates used to determine cluster timing.



Chapter 4

Charged Trigger Simulation

In this experiment, extremely high interaction rates required that the charged
(MLU1) trigger be very selective. The background rate from pp annihilations ranged
up to 700 kHz while the data acquisition system could only read out about 100 charged
trigger events per second. Because the trigger was highly selective the efficiencies for
recording J/¢ and ¢’ decays to various channels required considerable study.

A charged trigger simulation was developed to evaluate the efficiencies of the MLU1
triggers for various decay channels. The charge trigger was described in chapter 3. The
simulation does not “track” particles through the detector in steps as a GEANT[50]
simulation, but rather assumes straight trajectories and uses empirical data from de-
tector studies to simulate the response of each of the detector subsystems to simulated
event topologies. A simulated hit map is constructed, the selection criteria of each of
the MLUT triggers is applied and the event’s trigger status is evaluated. Of particu-
lar importance were the multiplicity cuts imposed on the hodoscopes in the charged
triggers ( 20 Nyy < 4 and Ny, < 4 ; 1@,0@: Np1 = Nz = 2 ). A channel of
great importance is the ¢’ decay to J/¢rt7~ where the .J/¢ decays to an electron
positron pair. About 60% of ¢’ decays to J/1 X proceed through this channel. If all
four charged tracks in the final state are within the fiducial volume subtended by the

hodoscope arrays, then the 1C and 0C triggers will reject the event, and if a spurious

o4
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extra hit is present in either array, the 2C trigger will reject the event. To correctly
determine the trigger efficiency for each channel, the kinematics of the decays were
accurately simulated, photon conversion rates in the beam pipe and inner detectors
were studied, Dalitz decays of 7°’s included, and the efficiencies of each of the detector

subsystems and their backgrounds were investigated.

4.1 Hodoscope Simulation

Hodoscopes H1 and H2 were designed to have a uniform efficiency of 1.0 for min-
imum ionizing particles traversing the scintillator paddles. The principal source of
background in H1 is §-rays from beam target interactions. Electrons scattered through
the process pe™ — pe~ have barely sufficient energy to penetrate the beam pipe and
reach the H1 hodoscope. H2 is positioned too far from the interaction point (IP) for
d-rays from the IP to contribute a significant background. However, d-rays from the
interaction of electrons and charged pions from charmonium decays with the beam
pipe and detector materials contributes a significant background.

The rate for é-ray production from the beam target interaction can be directly
calculated. The distribution of electrons scattered with kinetic energy 7' is given

by[51]
d*N B QWNAszeCQ(l 32 T
dTdz N ﬁQT? Tmaz‘

050, (1)
N4 is Avogadro’s number, r. is the classical electron radius and m, is the electron
mass. Inserting typical values for the p flux, ®5, target density, pg,, antiproton velo-
city 3, target size Az, and electron kinetic energy, T, and integrating the expression
over the range of values of T associated with the angles subtended by H1 and with
sufficient energy to penetrate the beam pipe gives an expected spurious hit rate in

H1 of ~ 5 MHz. This represents a 10% pile-up rate with the 30 ns hodoscope gate.
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Data Run H1 extra hit rate
1990 J/¢  0.0093 % 0.0006
1991 J/¢  0.0190 % 0.0008
1990 ' 0.0056 £+ 0.0021
1991 +’ 0.0113 £ 0.0031

Table 4.1: Estimated rate for an extra hit in a H1 hodoscope module due to §-rays
from the target.

This is approximately the rate observed in the data. Although the target density and
the beam current are very well known, it is difficult to calculate precisely the rate for
spurious H1 hits in this manner because the scattered electrons have very low energies
and non-uniform efficiency for detection.

The pile-up rate for H1 can be directly measured by selecting a clean sample of
J /v and ' decays to ete™ collected with the 2C trigger. The 2C trigger allows up to
four H1 hits or up to two extra hits in this two charged track decay. The frequency
and distribution of extra H1 hits was studied for each data set collected at the J/1
and the . The distribution of these extra hits with respect to the primary electrons
is shown in figure 4.1a. There is a excess in the modules adjacent to the modules hit
by primary electron tracks. This i1s evidence that that although the primary source
of extra hits in H1 is -rays from the target, §-rays from the interaction of the event
primaries with the beam pipe also make a non-negligible contribution. In plot 4.1a
the contents of bins 2 and 6 are interpreted as coming from d-rays from the target,
and the excess in bins 1,3,5,7 is interpreted as coming from d-rays from interactions
of charmonium decay electrons with the beam pipe. The rate for spurious hits in H1
from d-rays produced by beam target interactions are given in Table 4.1.

Unlike H1, H2 is not exposed to d-rays from the target. This can be calculated
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Figure 4.1: Distribution of Spurious hits in H1 and H2. Plotted is the distribution
of extra hits (hits not associated with a primary electron track) for a cleanly selected
sample of J/1¢ events from the 1991 data set. Module 0 is the hodoscope module
associated with the electron track with the lowest value of ¢
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directly by summing the materials prior to H2 or more simply by examining figure 4.1b.
A significant contribution from d-rays from the target would manifest itself as a large
number of hits in modules at right angles to the event primaries, modules 7-9 and
23-25. The paucity of events in this region indicates that the spurious hits in H2 are
entirely from d-rays produced by event primaries interacting with detector materials.

Unlike event primary electrons, there is no clean sample of charged pions with
which to study the extra hit rate due to pion interactions with detector materials.
Photon conversion rates are also difficult to study with the data alone. For this reason,
a GEANT simulation of the inner detectors was developed to study these backgrounds.
Extra hit rates for charged pions and electrons were simulated. Because the rates for
spurious H1 and H2 triggers strongly depend on the sensitivity of the hodoscopes,
the rates for all processes involving d-rays are normalized to the observed rates in
the data for H1 and H2 for electrons. Figure 4.2 shows the distribution of extra hits
from an electron. Notice the consistency between the data (4.1)b and the simulated
distribution (4.2)b. The extra hit distribution for charged pions is shown in figure 4.4.
The 0;,, dependence of the extra hit rate is shown for electrons and pions in figures
4.3 and 4.5. Using the same simulation, the conversion rates for photons prior to H1
and H2 are determined as a function of 8, (figure 4.6).

By including all the measured and predicted rates and distributions for 4-ray
production, both in the target and in the detector materials, the rate for detection of
extra hits in hodoscopes H1 and H2 is accurately simulated. Because these rates are
not specific to particular charmonium states, but rather to the specific particle species

that populate ¢' and .J/v¢ decays, each decay channel is treated separately.
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Fit Parameter 1990 data 1991 data

A 0.994 0.997
B 0.454 0.517
O septum 37.6 37.1
o1 2.42 2.16
oy 0.56 0.94

Table 4.2: Parameters used in simulation of Cerenkov counter trigger efficiency.

4.2 Cerenkov counter efficiency

The efficiency of the Cerenkov counter as a function of 6,5 is directly measured
by selecting a sample of J/¢ decays with Ny, = 2, Nyy = 2, the COPL condition
satisfied, and one or both of the electrons is detected by the Cerenkov counter trigger
logic. With this selection criteria, if the first electron is detected by the Cerenkov
counter, the second electron need not be detected in order for the event to be recorded.
The Cerenkov counter trigger efficiency is simply the efficiency for detection of the
second electron. Figure 4.7 shows the efficiency of the Cerenkov counter during the
1991 J/v data run. The efficiency drop at 6 =~ 37° is due to the poor optics in
the region of the septum that separates the upstream and downstream regions of the
chamber. The shape of the distribution is parameterized as

2
(e_eseptum)

B =

¢ = A— Be o1 0 < Oseptum
1 (e_eseptum)2
= A— Beé® 72 0 > Oscptum - (4.2)

The values for fit parameters A, B, O,cptum, 01, and o2 for the 1990 and 1991 data runs

are given in table 4.2.
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Data Run  FCV spurious hit rate

1990 J /4 0.029 + 0.003
1991 J /¢ 0.034 + 0.003
1990 o 0.038 + 0.013
1991 o' 0.049 + 0.013

Table 4.3: Rate for spurious hits in the forward charged veto.

4.3 CCAL and FCV

The efficiency of the central calorimeter trigger (PBG1) requirement was measured
by examining a sample of J/t events selected by hodoscope and Cerenkov counter
signals alone. In a sample of 2786 events from the 1991 data run, all were found to
satisfy the PBGI1 requirement. This trigger element was excluded from the trigger
Monte Carlo simulation.

The forward charged veto (FCV) suffers backgrounds from the same sources as
the other hodoscopes. Spurious hits in the FCV will reject events that would have
otherwise satisfied the 0C trigger. The rate for spurious FCV hits was measured by
examining clean samples of J/1 and 1’ decays to eTe™ collected through the 1C and
2C triggers. The rates for spurious hits in the FCV are given in table 4.3. Detailed
studies of the photon conversion rates and d-ray production rates due to interaction
of charge particles with detector materials in the forward region were not performed

because of the relative unimportance of the 0C trigger.
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4.4 The Simulation

Event generators are used to simulate the distribution of final state particles for
decays of .J/1 and ' resonances to ete™ and ete~ X. For each event, H1, H2, FCV
and Cerenkov counter hit maps are constructed with the appropriate probabilities
for extra hits in the hodoscopes and the efficiency of the Cerenkov counter. From
the detector hit maps, the level 1 trigger elements are reconstructed and event is
determined to either pass of fail each of the available triggers.

Examination of the distribution of J/¢) — e*e™ events plotted as a function of ¢
shows dips in the regions near the edges of the H1 modules (figure 4.8). This reduction
of efficiency has been interpreted as “cracks” in the H1 hodoscope[49, 52]. Presumably,
events were lost because particles slipped undetected between H1 modules. This
simulation demonstrates that there is another explanation. Because of the finite size
of the interaction region and small radius of H1, the triggered H1 module is not always
in the same octant as the triggered Cerenkov counter element. Only H1 and Cerenkov
counter hits within the same octant are identified as “electron” tracks by the trigger.

“electron”, the 2C trigger can not

With only one of the two tracks identified as an
be satisfied. The presence of an additional spurious H1 or H2 hit will demand the

rejection of the event by all triggers. Figure 4.9 is an example of an event topology

that would be rejected by all charged triggers.
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Chapter 5

Central Calorimeter Simulation

5.1 Introduction

The optimal method of selecting events by their kinematical topologies is by means
of a kinematical fit. Fits of this sort invariably assume Gaussian distributed errors and
understanding of correlations between measured variables. In application the energy
and angular error distributions typically have non-Gaussian features, usually long
tails, and the correlations between kinematic variables are seldom well understood. By
only approximating the error matrix in a kinematic fit, the calculated x? of fit cannot
be expected to be distributed as predicted. Long non-Gaussian tails give rise to a
larger than expected number of events with a large x?. For this reason, a GEANT[50]
based Monte Carlo simulation has been developed that simulates the response of the
central calorimeter to evaluate event selection efficiencies for kinematical cuts. The
simulation reads data files output from the event generators in the charged trigger
simulation. Event primaries are tracked through the inner detectors where interaction
with material is simulated and secondary showering particles are produced and tracked
as well. Tn the CCAL, the production of Cerenkov light is estimated and converted
into a an ADC channel number. The hit maps are then reconstructed by the offline

CCAL software used to reconstruct data and treated from that point on as actual

68
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Figure 5.1: Cross section of E760 detector.

data.

5.2 The Detector Geometry

Great effort was made to include a detailed description of the central calorimeter
and the inner detectors. Although, the latter are not “active” elements in the sim-
ulation, correct representation of the distribution of mass in the inner detectors is
required in order to correctly simulate energy loss and scattering processes that will
effect the eventual shower distributions in the central calorimeter. Figures 5.1 and
5.2 display a cross section of the E760 detector and the inner detectors as described

within the simulation.



Figure 5.2: Cross section of inner detectors.
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5.3 Shower Simulation

When charged particles pass through lead glass at high velocities (3 > ), Ceren-
kov radiation is produced. The radiation is emitted in a cone with cosf) = ﬁl—n This
radiation is the principal source of light detected by the PMT. A complete simulation
of the detector response would require not only the tracking of high energy showering
particles, but also the generation and tracking of Cerenkov photons. The photons
would need to be tracked from production to absorption by either the photocathode
of a PMT or other material. At each interface the reflection probability would need to
be calculated. This would require not only the knowledge of the photon’s momentum,
but also its polarization and the reflective characteristics of each surface would need to
be understood. The choice was made to not track Cerenkov photons, but simply record
the number of photons produced. There were two reasons for this: 1) The computing
time required to reconstruct each event is dramatically reduced; and 2) Studies have
demonstrated that the number of photons detected by the PMT is a2 4000 7%~ [52], but
the energy resolution of a 1 GeV shower is about 5%. If photon statistics dominated
the energy measurement, the error would be much smaller. In fact, it is fluctuations
in the development of the electromagnetic shower that limits the energy resolution.
Cerenkov photon tracking is complex and time consuming and would not significantly

improve the performance of this simulation.

5.3.1 Light Production

The Cerenkov light production distribution of number[37], N, photons is

d*N _ 2ma ] 1 51
dxd/\_/\—2( _(ﬂn)2>' (5.1)




72

The number of photons produced by a charge particle in traversing distance dz is

proportional to (1— W)di In the simulation, with each step that a charged particle
makes a modified path length is recorded that is proportional to the the length of the

step times (1 — . The sum of the contributions from each step of each charged

&)
particle gives a modified path length proportional to the Cerenkov light produced by
the showering particles. A 1 GeV shower has an effective path length of about 100
cm.

Simply summing the modified path length of charged particles within each block
leads to a transverse shower shape that is broader than observed in the data. The
origin of this is easy to understand. Relativistic electrons and positrons with g ~
1 radiate Cerenkov light in a cone with an opening angle of 53°. Electrons and
positrons near the shower core typically have a smaller transverse momentum than
those particles in the lateral fringes of the shower. Because of the pointing geometry
of the CCAL, less light 1s detected from particles with a large transverse momentum,
because the Cerenkov radiation is less likely to be emitted in the direction of the
PMT. The remedy for this problem was to weight the path length sum by a geometric

factor,G(0ppr), so only Cerenkov photons with initial momentum toward the PMT

are considered by the simulation. The new modified path length is expressed as

1
pm%;les/ (nﬁ)Q
1 Opvr < 5 —0c
G(0pyr) = L — cos™ (“HEIPMIN 1 g < fparr < T4 0o (5.3)
0 Opmr > 5 + 0c

In this expression, the Opyr is the angle between the particle momentum and the
direction to the PMT and 0 is the angle of the Cerenkov cone. The additional term

simply modifies the path length sum to only include light emitted in a direction that
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is within 90° of the direction to the PMT. The additional term reduces the effective

path length to about 75%. Clearly, it is possible for Cerenkov photons with initial
momentum moving away from the PMT to reflect off the front face of the block and be
detected, and likewise it is possible that photons produced moving toward the PMT
might escape detection. However, this simple modification, in practice, reproduces

the transverse shape observed in the data adequately.

5.3.2 Building a Monte Carlo Event

The GEANT simulation records the modified path lengths for each block and

divides each by 70 £ to convert from path length to energy. Each block energy

1
\/4000Eblock(GeV)

is then smeared by percent to account for the statistical error in the
number of photoelectrons collected by the PMT. The energy is then converted to an
ADC channel number using a set of CCAL gain constants and pedestals taken from
the offline analysis code library. Dead channels are set to zero. Channels with counts
less than threshold (typically 5-15 MeV above pedestal) are also set to zero. The
data acquisition system only reads those channels greater than 2-6 count above the
pedestal. By not reading out small energy deposits, significant dead time is avoided
at the expense of sensitivity. The final step is to multiply the ADC counts by the gain
constants to recover measured block energies. The block energies are then saved for
later analysis.

A subroutine within the offline reconstruction program reads in the simulated block
energies. The simulated block energies are further smeared to account for the uncer-
tainty in the knowledge of detector gain constants. In the 1991 data, the gain constant

resolution was determined by requiring that the width of the J/4 electron pair mass

distribution be equal in the data and in the simulation. The gain constant resolution
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was determined to be 2.3 £ 0.5%.

In the 1990 data, the stack to stack calibration quality varied. The charged and
neutral triggers were gated by different timing signals, and the neutral trigger’s gate
was poorly timed and subject to a jitter that truncated a portion of some PMT pulses.
Different gain constants were required for data collected by the charged and neutral
triggers. The separation of gain constants meant that the calibration method employed
in the 1991 data using 7°7° events could not be used in the 1990 data. Instead,
calibration was done using electrons from .J/t¢> decays. This method worked well
enough, but calibration could not be performed on a stack to stack basis. There was
significant drift in the gain constants between stacks, so the gain constant resolution
must be determined separately for each data set. Fortunately, this simulation was only
required to evaluate data collected at the ¢’ resonance in the 1990 data. The number
of ¥’ events was calculated by subtracting the estimated background from the number
of candidates in the 1" data sample. All ¢/’ events observable by this experiment decay
by one of two channels: ¢' — eTe™ or ¢/ — J/¢p X — ete” X. Kinematical fits were
used to identify events from the two decay channels. Because all the candidates decay

to one of the two channels, it must be true that

Now | Nogox

Ny = (5.4)

e €I/yx
where Ny is the number of ¢’ events, N.. and Nj/,x are the number of events iden-
tified by kinematical fit as coming from each of the two available decay channels and
tce and ¢y are the efficiencies for the two kinematical fits as determined by the simu-
lation. The resolution of the gain constants was modified so that the above condition
was satisfied. The gain constant resolution for the 1990 ¢’ data was conservatively
estimated to be 5.0 £ 2.0%.

Finally, the hit CCAL channels were reconstructed with the offline software and
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fed through the analysis pipeline used to identify various final states.

5.4 Comparison with Data

Performance of a simulation of this sort can be evaluated by examination of the
energy distribution and the spatial distribution of showers. The simulation is best

*e~ events. This channel can be cleanly re-

evaluated by comparison of J/¢p — e
constructed without cuts on calorimeter signals. Figure 5.3a is a plot of the “cluster

mass” of J/i) — eTe™ showers. The “cluster mass” is defined as

2 2
Nblocks Nblocks
=1 =1

In this expression, F; is the energy in block ¢ and cosf; is the angle between the
center of block ¢ and the reconstructed shower center; the interaction region defines
the origin. The sum is performed over a 5 x 5 grid centered on the block containing
the shower center. This variable is a direct measure of the transverse shower shape.
There is good agreement between the simulation and the data.

Figure 5.3b is a plot of the invariant mass distribution for the ete™ produced in
J /v decays. The data again shows good agreement with the simulation.

Figure 5.4 is a cross section of the detector with a simulated .J/¢ decay. The
charged tracks are shown. Studies have shown that the expected 95% shower energy
containment is consistent with the results of the simulation. However, most of the
escaping energy is in the form of soft gammas with insufficient energy to pair produce
or Compton scatter an electron to a velocity high enough to produce Cerenkov radi-
ation. The containment of particles capable of producing Cerenkov radiation is nearly
100%. The shower maximum for high energy showers is only about one third of the

way into the block and only varies weakly with shower energy. One would expect that
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Figure 5.3: Comparison of simulation (histogram) and data (+). Figure (a) is the
shower mass distribution for showers from J/¢ — ete™ events. Figure (b) shows the
electron-positron invariant mass distribution
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Figure 5.4: A simulated J/¢ — ete™ event.

any nonlinearity due to attenuation of Cerenkov photons is a small effect. However,
if further studies revealed otherwise, it would be a simple matter to include the effect

in this simulation.

5.5 Calorimeter studies

The simulation allows for detailed studies of detector performance in energy do-

mains that are not easily accessible through study of the data. One must not lose sight
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of the fact that no simulation is complete. However, the simulation does include the
fundamental physics that governs electromagnetic showers in lead glass, and therefore
the characteristics that it illuminates are almost certainly real.

The simulation was calibrated using data from .J/¢> decays to electron positron
pairs. Electromagnetic showers from this source range in energy from about 1.5 GeV
to 3.5 GeV. In this section, the calorimeter performance for low energy showers is

examined.

5.5.1 Calorimeter Linearity

The linearity of the energy measurements by the central calorimeter can be cal-
culated directly by studying the process pp — 7°X. Events collected by the neutral
trigger are mostly composed of neutral pions that are detected by their decays to
~vv. In each event, the electromagnetic showers were divided into two groups: Those
showers with energies above 1 GeV and those showers with energy below 400 MeV.
Showers with energy between 400 MeV and 1 GeV were excluded. The invariant
masses of all the possible pairs including a low energy shower and a high energy
shower were calculated. Plotting the mass distribution for all the shower combina-
tions which include a low energy shower from a narrow energy window reveals a clear

7° mass peak near M., = 135 MCZV. Deviation from the exact 7° mass is an indication

that the energies of the low energy gammas were systematically mismeasured. The
invariant mass of the shower pair is proportional to y/Epxigh Eiow, so the ratio of the 70
mass and the measured mass gives

Eactual _ Mrro
Emea.sured M’y’y

(5.6)

Figure 5.5 compares actual and measured energies as a function of measured gamma

energy. The measurements using 7°s are indicated by the open circles, and the solid
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Figure 5.5: CCAL linearity. The open circles are from linearity measurements from
data and the solid circles indicate the prediction made by the Monte Carlo simulation.

circles indicate the prediction by the simulation. For data below about 125 MeV it
is difficult to clearly distinguish the position of the 7° mass peak with the precision
necessary for this measurement. In the region between 100 and 200 MeV, the data
shows a larger increase than does the simulation. The source of this discrepancy is
not clear. Below 100 MeV, the simulation shows a rapid increase as the energy drops.

The principal source of the nonlinearity in the simulation is understood. As men-
tioned before, the individual calorimeter block thresholds are set on average about 4
ADC counts above the pedestal. This was done to reduce the number of CCAL chan-
nels read out to reduce detector dead time. The average block threshold was about
10 MeV. Low energy showers are often not completely sampled because not all the

blocks that contain the shower are read out. For example, consider a 50 MeV gamma
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Figure 5.6: Average CCAL resolution for simulated showers. The superimposed curve
is the energy resolution parameterization g = 0.05v £ + 0.005.

that deposits 40 MeV in one block and 10 MeV in an adjacent block. If the threshold
of the latter block is set above 10 MeV, than only the 40 MeV deposit is read out by
the data acquisition system. The shower is reconstructed as being the result of a 40
MeV incident gamma, 20% lower than the actual energy. The effect clearly becomes

more severe for lower shower energies.

5.5.2 Calorimeter energy resolution

The simulation’s prediction for the average energy resolution of the central calor-
imeter for showers with energies below 400 MeV is plotted in figure 5.6. The curve
superimposed on the plot is the estimated calorimeter resolution, parameterized as

ZE = % + 0.5%. The simulation is in good agreement with the predicted resolution.
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The shower energy resolution is a function of the position of the shower on the
block face. Showers near block boundaries are measured more poorly than showers
near block centers because energy is lost in the structural support materials that
separate the blocks. The parameterization used in the offline CCAL reconstruction

program to describe the energy resolution is

op _ 0.05
— = = +0.005 + .3 X Ep, 5.7
EVE D

where I, 1s the energy crack correction described in chapter 3. To study the energy
resolution as a function of block face position, an ensemble of showers, of energies
100 MeV, 500 MeV and 3 GeV, were generated with ¢ uniformly distributed and 6 =
30.273897, the center of ring 10. A second data set was generated with ¢ restricted to
block centers and 6 allowed to vary within the angles subtended by ring 10. Figures 5.7
and 5.8 show the uncorrected and corrected energy distributions as a function of shower
block face position (plots a, ¢ and e) and the energy resolution as a function of the
block face position (plots b, d and f). Also shown is the average energy error predicted
by the offline from equation 5.7. The crack energy correction algorithm reasonably
accounts for lost energy near the block boundaries for the 3 GeV shower data, but
does a poorer job on the 500 MeV shower sample and is poorer still for 100 MeV
showers. The lower energy showers have a smaller transverse size, so a larger percent
of the energy in low energy showers centered near block boundaries is absorbed by the
metal structural supports between the blocks than is absorbed in high energy showers.
The energy correction algorithm adds a fixed percent to the measured shower energy
based on the position of the shower center (equation 3.7). The algorithm does not
vary with shower energy. The shower energy resolutions also agree well for the high
energy showers, and less well at lower energies. The resolution of simulated showers

near the block centers is better than predicted by the energy resolution function, but
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Figure 5.7: Block energy resolution as a function of block position in wedge direction
for 100 MeV, 500 MeV and 3 GeV simulated showers. Plots a,c,e show the correc-
ted (open triangle) and uncorrected (filled triangle) energies as a function of wedge
position. Plot b,d,f show the energy resolution as a function of block position (filled
circle) and the average energy resolution assigned by the offline (open circles). Block
position 0.0 is the block center and block position 0.5 is the inter-wedge boundary.
These data are for showers in ring 10.

near the block edges, the opposite is true. This is likely due to the underestimation of

the block crack correction for low energy showers.
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Figure 5.8: Block energy resolution as a function of block position in ring direction
for 100 MeV, 500 MeV and 3 GeV simulated showers. Plots a,c,e show the corrected
(open triangle) and uncorrected (filled triangle) energies as a function of ring position.
Plot b,d,f show the energy resolution as a function of block position (filled circle) and
the average energy resolution assigned by the offline (open circles). Block position 0.0
is the block center and block position 0.5 is the inter-ring boundary. These data are
for showers in ring 10.
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5.5.3 Calorimeter angular resolution

Using the same data generated for the estimation of energy resolution, the shower
angular resolution was studied. Figure 5.9 shows the angular resolution as a function of
the block position in the ring direction (plots a,c and e) and the wedge direction (plots
b, d and f). There is good agreement between the shower simulation and the value
predicted by the offline for 3 GeV showers except for near the block boundary where
the simulation predicts superior resolution than the offline. However, the simulation
does not include the nonnegligible contribution to the angular resolution from vertex
position fluctuations. An interaction region with o, = 2mm and o, = 3mm adds
non-correlated angular errors 64, = 2.5mr and dg = 1.5mr. For blocks closer to the
target, the uncertainty in the vertex position is the dominant source of error in the
angles of incident high energy showering particles that impact near block boundaries.
For 100 MeV showers, the simulation predicts that the shower angular resolution is
superior near the block centers than near the boundaries. This is not really the case.
Showers of energies 100 MeV and below typically are only detected by a single CCAL
block, so the offline simply assigns the block center as the best estimate of the shower’s
position. The offline reports that almost all low energy showers are positioned at block
centers; therefore, it is not surprising that the shower resolution at the block centers

is higher than near the boundaries.

5.6 Comment on simulation calibration

The simulation has only one free parameter for calibration, the estimated error in
the knowledge of the CCAL gain constants. However, an estimate of the number of

photoelectrons per GeV is also used in the simulation. These two sources of error scale
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Figure 5.9: Angular resolution as a function of block position for 100 MeV, 500 MeV
and 3 GeV simulated showers. Plots a,c,e show the angular resolution of simulated
showers (filled circles) and the average shower angular error assigned by the offline
(open circles) as a function of block position in the ring direction. Plots b,d,f show the
angular resolution of simulated showers as a function of block position in the wedge
direction.
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differently with energy. CCAL calibration errors scale like d5 o< F and the statistical
error in the number of photoelectrons detected scales like 85 o< VE. Tt is likely that
other sources of error not considered in this simulation scale in one of these two ways.
A more systematic approach to the estimation of the contributions from all sources
of error would not label the errors by their source (CCAL gain constant resolution or
photo electron counting statistics), but rather label them by how they scale with energy.
One could parameterize the error sources as 6z = AE + BV/E. The two parameters,
A and B, could be reduced to one by demanding that the energy resolution of electrons
from J/v¢ decays be reliably reproduced, but a second measurement is required at a
different energy scale to isolate the second free parameter. Unfortunately, there is no

clean source of low energy photons of known energy to use to calibrate the simulation.



Chapter 6

Cluster Fitting

An effort was undertaken to develop a new method to estimate the best values
of energy and position of showers in the E760 lead glass calorimeter. The method
described here takes a radical departure from the approach described in chapter 3,
where initial estimates of shower energy and shower position (derived from weighted
sums) are corrected through study of the data. In this chapter, a general method
for calorimeter reconstruction is presented in which the probability for the hypothesis
that a shower has a given energy and position is evaluated. Parameterizations and
correction functions are excluded from the analysis. All the information about the

detector’s geometry and resolutions is contained in a single probability function.

6.1 Limitations of the Offline Calorimeter
Reconstruction Algorithm

In chapter 3, the E760 offline reconstruction algorithm was described. This al-
gorithm is based on general studies of lead glass calorimeters [53]. In this method the
energy of the incident showering particle is estimated to be the sum of the energies in

the blocks containing the shower, and the shower position is estimated to be the energy

87
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weighted center of mass of the deposits. The energy is known to be underestimated
near the block boundaries, where a portion of the shower is absorbed by the steel
structural supports, and the position measurement are strongly peaked near the block
centers. Both distributions are “corrected” with functions determined by studying the
data. Similarly, the functional forms of the error in the energy and shower position are
deduced from the data. This approach is quite reasonable and pragmatic, but there is
no simple way to expand it to lower energies where a source of electrons or gammas of
known energy and trajectory is not available. Furthermore, it 1s not typically possible
to understand the correlations between the measured variables. In the E760 detector
there is a strong correlation between energy and position measurements for showers
near block boundaries. Listed below are several of the cases in which the E760 offline

reconstruction algorithm can return an incorrect result:

¢ For showers near the edge of the fiducial volume (rings 1 and 20), energy is lost
from the detector. In such cases, the shower energy is typically underestimated.
Furthermore, the position of the shower is poorly estimated, because the energy

weighted center of mass includes no contribution from the lost energy.

o Showers near dead blocks have the same characteristics as showers near the
detector boundary. Dead blocks are treated as measurements of zero energy,
rather than non-measurements. This leads to an underestimation of the shower

energy and a systematic offset in the estimate of the showers position.

o The energy and position correction functions, derived from data at high energies,
are assumed to hold for low energy showers as well. In the previous chapter,
energy and position correction functions and the position resolution functions

were demonstrated to represent poorly simulated data at low energies.
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o When a cluster contains only a single hit block, the position resolution is estim-
ated to be 0.3 times the block diameter. This is probably a reasonable estimate
for low energy showers, but if a shower of energy in excess of about 500 MeV
is only detected by a single block, the estimated error in the shower position
should be smaller. If a shower of such high energy was not exactly centered on

the central block, it would certainly have been detected by more than 1 block.

In theory, each of these phenomenon could be accounted for by a more complex
parameterization of the energy and position correction and resolution functions, but
simply parameterizing observed discrepancies between the data and the reconstruction

algorithm is not a statistically rigorous approach.

6.2 Cluster Fitting

Consider an electromagnetic shower in a segmented electromagnetic calorimeter of
arbitrary geometry and resolution. Define € as the measured energies in the calor-
imeter elements containing the shower. If one were to know the functions describing
the expected energy deposited by an incident showering particle of energy, £/, and spa-
tial coordinates (x,y), €/(E, z,y), and the covariance matrix of the expected energy
deposits, M;;(E, z,y), then one can evaluate the probability of any set of measured
energies occuring as result of any specific hypothesis for (F, z,y). The probability is

related to the variable y?, which is defined as

(B, z,y) ZZ (ef — el 1(6? —el). (6.1)

The minimum value of x* with respect to parameters (F,z,y) represents the best
estimate of the parameters and the curvature of y% near the minimum describes the

covariance matrix of the three parameters.
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Using this method, the problem of converting a set of measured energies, e, into
an estimate of the incident particle’s energy and impact position is reduced to the
determination of €/ and M;; for all possible values of (E,x,y). These functions could
be determined by scanning the detector with a variable energy beam. However, testing
a detector over its entire range of energy sensitivity and shower position is difficult
and expensive. An alternative method is to develop a Monte Carlo simulation of the
detector, and use the simulation to map out the predicted energies and the covariance
matrix. In this analysis, a simulation similar to the GEANT central calorimeter
simulation described in the previous section is employed to estimate e! and M,;.

In order to apply this method, the measured energies must be Gaussian distributed
for the statistical approximations to be valid. However, measured energy distributions
by electromagnetic showers in lead glass blocks are not Gaussian. The restriction that
all measurements be positive skews the shape of small energy deposits. Figure 6.1 is a
plot of simulated shower energy deposit in a 3 X 3 array of lead glass blocks. Although
the energy distributions are not normally distributed, the log(energy) distributions
are a good approximation of a normal distribution. ¥, the expectation value of the
log(energy) distribution for block 7, and {7, the log of the measured in block i, are
therefore substituted for ™ and €, and the covariance matrix is a measure of the

correlations and variances of the energy logarithms. Henceforth, x? is defined as

(E,z,y) ZZ — [ M (lf —[7). (6.2)

6.2.1 Estimation of ¢/ and M;;

Each of the twenty rings in the E760 central calorimeter was constructed with
blocks of unique geometry. The largest of the blocks has a face size nearly twice that of

the smallest of the blocks. The different geometries certainly affect the energy sharing
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Figure 6.1: Block energy distributions for a 3 GeV shower incident on the center of a

simulated 3 x 3 block grid.
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Figure 6.2: Diagram showing pattern of simulated shower positions.

between neighboring blocks and cannot be ignored. However, separate consideration
of each of the twenty block geometries was judged to be too time consuming. Instead,
two simpler geometries were considered. Two 3 x 3 arrays of rectilinear blocks were
simulated, one with the block face dimensions and length of the largest block in the
CCAL and the second with the dimensions of the smallest block. The functions I}
and Mj; were obtained by simulating electromagnetic showers at a variety of energies
and positions. The predicted energies and covariance matrix elements for the blocks
of intermediate dimensions are obtained through linear interpolation.

The predicted energies and covariance matrix elements were estimated by simu-
lating an ensemble of showers at each of 625 points that describe a 25 x 25 grid in

the first quadrant of the two arrays (figure 6.2). The geometry is symmetric under
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Figure 6.3: Diagram of 3 block grid. The expected energy in block 1 for a shower at
point A is equal to the expected energy in block 7 for a shower centered at point B,
block 3 at point C or block 9 at point D. Note that there is no diagonal symmetry.
The expected energy deposited in block 8 for a shower centered at point D is not the
same as the expected energy in block 6 for a shower centered at point E.
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Figure 6.4: Expected [? distribution for simulated 1 GeV showers for (a) the central
block and (b) a corner block (block 9) plotted as a function of the location of the
shower center. Position (0,0) is the center of the central block, and x=+1 and y=+1
represents the boundary between the central block and the surrounding 8 blocks.

reflections in the x and y directions, so examination of the first quadrant is sufficient
to deduce the expected energies and the covariance matrix for the showers centered
throughout entire central block (figure 6.3). Notice that there is no (z,y) — (y,z)
symmetry in the grid, because the steel separator that divides the lead glass blocks in
the wedge direction is thicker than the separator that divides the blocks in the ring
direction. Showers were simulated at nine different energies spanning the range of
sensitivity of the detector: 31.25 MeV, 63.5 MeV, 125 MeV, 250 MeV, 500 MeV, 1
GeV, 2 GeV, 4 GeV and 8 GeV. Figure 6.4 is a sample of the two typical simulated
log(energy) distributions.

Reflection symmetries are exploited to reduce the number of unique block energy
maps from nine to four. The center block is unique, but only two maps are required
to describe the four edge blocks and each of the corner blocks can be described by a

single map. For example, in figure 6.3, The energy deposited in block 1 by a shower
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Figure 6.5: List of 13 unique correlations.

at point A is equal to the energy deposited in block 7 at point B, block 3 at point C
and block 9 at point D. /¥ and variance maps for blocks 1, 2, 4 and 5 are sufficient
to describe the entire 9 block grid. The number of correlation distributions can be be
similarly reduced. In general, a 9 x 9 covariance matrix has 36 unique off diagonal
elements, but the inherent symmetries in the grid are exploited to reduce the number

of unique correlations to the 13 listed in figure 6.5.

6.2.2 Smoothing

Because the energy and covariance distributions are so finely sampled in shower
position, the distributions describing [ and Mj; are quite rough. These distributions

must vary smoothly, so that the y? varies smoothly, otherwise, there is a danger
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that the numerical minimization routine will find a local minimum, or fail to find a
minimum at all. Figure 6.6a is a plot of a variance distribution prior to smoothing.

The 49x49 energy and covariance matrix element distributions were smoothed with

the formula

d d; Bitk,j+1
k=—dj, I=—d; (32+k2+12)2
[
aij = =g 7 - . (6.3)
k=—dy, I=—d; (32+k2+12)2

a;-j is the smoothed distribution element and @, j1; is the unsmoothed element. dj,

and d; define the distance of the smoothing. To avoid smoothing away the rapidly
varying features near the edge of the energy and covariance distributions, d; and d,
are reduced near the block boundaries. The values of d; and d; are functions of 2

and j and are given in table 6.1. Figure 6.6b is a plot of the variance distribution

dk(L>, dl(]) 1 OI‘j

94, -93, 22, 92, 93, 24
91, 21
220, 20
19,19
19, 18
-17, 17
-16, 16
-15 to 15

=1 O O W= O

Table 6.1: Smoothing distance for various block positions.

shown in plot (a) after smoothing. Examples of a I?, and covariance matrix element

distributions are shown in figures 6.7,6.8,6.9, 6.10. The square root of the variances

are shown and the correlation coefficients, defined as cor(i,j) = ——L—, are shown

)
M;; Mj;

instead of the covariances. The correlations between the edge blocks and the central

block is nearly always negative and in some cases ranges as low as -0.8 near the block
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Figure 6.6: Smoothed and unsmoothed plot of the variance in block 4 for 1 GeV
showers in the large 3 x 3 grid.

boundaries. This purely due to energy conservation. If fluctuations in the spatial
development of the shower lead to a smaller than expected deposit in the central block,
then the lost energy is necessarily deposited in the surrounding blocks. Correlations
between neighboring edge blocks ( eg. cor(1,2) ) are typically positive; blocks on
opposite sides of the array ( eg. cor(2,8) ) have negative correlations.

No smoothing is performed with respect to the energy dimension.

6.2.3 Tricubic Spline

The smoothed energy and covariance matrix element distributions are translated
into functions by means of a three dimensional cubic spline interpolation, or tricubic
spline. Cubic spline interpolation[54] is a method of approximating a distribution by a
series of cubic functions. Because a cubic is used, the function and its first derivative
are smooth and its second derivative is continuous. This is precisely the requirement

necessary for a numerical minimization program to accurately and quickly locate the



98

©ouSRAbN
\‘\H\‘\\H‘\H\‘HH‘HH‘HH‘HH‘HH‘

ENUNLNLUN o YeleTe)

NooRvROORN

IP(x,y) - block 4 IP(x,y) - block 5

Figure 6.7: Predicted shower log energy distributions for 1 GeV showers in the large
block array for blocks 1, 2, 4 and 5.
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Figure 6.8: Variance of the predicted shower log energy distributions for 1 GeV
showers in the large block array for blocks 1, 2, 4 and 5.
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Figure 6.9: Correlation coefficient distributions for 1 GeV showers in the large 3 x 3
grid.
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Figure 6.10: Correlation coefficient distributions for 1 GeV showers in the large 3 x 3
grid.
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minimum of a function.
For tabulated function of one variable f; = f(z;), i = 1...N, the value of f(z) in

interval x; < x < x4 can be approximated as

f(z)=Af;+ Bfiy1 + %(A3 — A)(Az)*fI' + é(B?’ — B)(Ax)*f,, (6.4)

Tiy1 — X
A= ———— 6.5
A,:C 7 ( )

xr — I
B="1-, (6.6)
Ax = xi41 — 5. (6.7)

The second derivatives f!' are determined numerically.

The cubic spline can be generalized to three dimensions by a series of one di-
mensional spline interpolations. Because the spline is a cubic, its second derivative
has the form f”(z) = maz + b. The second derivative at any point in the domain
x; < x < x;41 can be obtained by linear interpolation. When the method is expanded
to three dimensions, the approximation is made that all three of the second derivatives
can be obtained by linear interpolation in each of the three dimensions, not only the
dimension of the derivative. For example, in figure 6.11, the second derivative with

respect to x at point (z;,y, z;) is estimated to be

82f<xia Y, Zk) o Yiv1 — Y an('ria Yi, Zk) + y—y; an('ria Yi+1, Zk)
0x? B Ay 0x? Ay 0x? '

(6.8)

92f  9%f d a2f>_

This method effectively ignores the mixed second derivatives ( =% an
dxdy’ Ordz ydz

Certainly this reduces the accuracy of the method, but recall that the purpose for
using a tricubic spline is to provide a functional representation of a discrete data set.
Any errors introduced by ignoring the contribution of the mixed derivatives is small
compared with the statistical error in the estimation of the predicted log(energy) and
covariance matrix element distributions. Inclusion of the mixed derivatives would not

improve the performance of the cluster fitting algorithm.
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The procedure for estimating the value of function f at point (z,y, z) proceeds as

follows (See figure 6.11):

e Determine f using spline interpolation at points (z;,y, z&), (2i, Y, 2kt1),

(#ip1, Y, z6) and (Ziy1,Y, 2kg1),

Determine f,, and f., by linear interpolation at points (zi,y, zx), (zi,y, 2k+1),

(Tit1,y, 2x) and (i1, Yy, k1),

Use results from first two steps to obtain f by spline interpolation at points

(;L.’ y’ Zk) aIld ("L.7 y7 Zk‘-l—l);

Determine f., by linear interpolation at points (z,y, zx) and (z,y, zkt+1),

Use results of previous two steps to determine f(x,y, z) by spline interpolation.

Tricubic spline interpolation is used to estimate [ and Mj; as a function of the
three shower parameters (E,x,y). The second derivatives with respect to F, x and y
for the four predicted log(energy) distributions, the four associated variances and the
13 unique correlation coefficient distributions are estimated numerically and saved in
an array along with the functional values at each point. The array is of dimension
9 x 49 x 49 x 21 x 4 x 2 for 9 block energies, a 49 x 49 spatial grid, 4 unique block
positions + 17 unique covariance matrix elements, function value + 3 derivatives, and
2 block sizes. With each number consuming 4 bytes, the entire array is 14.5 Mbytes.
This is not a small array size by any means, but modern computers have no problem
handling it. However, expanding the simulation to use the 20 CCAL block shapes
(instead of approximating the intermediate sizes by linear interpolation of the small
and large block simulations) would increase the array size by a factor of 10. Computers
used for high energy physics analysis are not typically equipped with enough memory

to deal effectively with arrays in excess of 100Mb.
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Figure 6.11: Diagram of tricubic spline interpolation.
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6.2.4 Fitting

With tricubic spline interpolation, the functions If(F, z,y) and M,;(E,z,y) are
estimated. For each hypothetical shower energy and position, (E,x,y), the contribu-
tions from non-correlated errors are added to the diagonal elements of the covariance
matrix. The non-correlated errors include measurement errors due to the limited
number of photoelectrons detected by each PMT, the uncertainty in the CCATL gain
constants, and the precision of the ADC. The covariance matrix is then inverted and
x? is calculated. The minimum value of x*(F,z,y) is obtained numerically with the
MINUIT [55] functional minimization program. MINUIT locates the minimum value
of x? and uses the curvature of XQ(Emm, Tmin, Ymin) to estimate the covariance matrix
of the fit parameters.

Because the calculation of x? is performed using the logs of the measured energies,
blocks with zero measured energy must be handled specially. Blocks that record no
signal cannot be said to have zero energy, but rather the energy deposited in those
blocks can only be said to be below the detection threshold. Prior to the calculation of
x?, measured block energies below threshold are set to be equal to the threshold energy.
If both the predicted and measured energies are below the block threshold, both the
predicted and measured energies are set equal to the block threshold energy. Nothing
can be deduced about the consistency of the measurement when both predicted and
measured energies are below threshold, so the block is effectively excluded from the

calculation.

The fitter fails to find a minimum for only 0.2% of the clusters.
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6.3 Results

The shower fitter was tested using simulated showers generated by the CCAL
Monte Carlo simulation described in the previous chapter. Figures 6.12 and 6.13
show the energy and position resolution for reconstruction of 3 GeV showers in rings
10 and 19. Rings 10 and 19 were chosen because they represent the extremes in
CCAL block sizes. The reconstructed shower energies and positions for the cluster
fitting algorithm and the offline cluster reconstruction algorithm are compared. Also
shown are the position and energy errors reported by the cluster fitting algorithm.

The energy resolution of the cluster fitting algorithm is comparable to the offline.
There is a tendency for the cluster fitter to overestimate the energies of showers near
the block boundary. This effect is due to a small systematic error introduced by the
smoothing algorithm. The expected energy in the central block has a sharp decline for
showers centered at the block boundaries. The smoothing causes the decline in shower
energy to be averaged over a wider area, reducing the expected energy distribution for
showers centered near the boundary and increasing the expected energy for showers
centered at the boundary. Reducing the smoothing can eliminate the effect, but will
also reduce the speed and efficiency of the cluster fitting program. The energy error
estimated by the cluster fitting program is a good approximation of the measured
energy resolution, for showers in block 10, but overestimates the energy error for
showers in block 19.

The angular resolution of the shower fitter is comparable, and in some regions
superior, to the resolution of the offline algorithm. Both methods reproduce the shower
position with minimal systematic offset. The angular error calculated by the cluster
fitter slightly underestimates the measured resolution.

The application of the cluster fitting algorithm to low energy showers is problem-
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Figure 6.12: Comparison of cluster fitting algorithm with the offline reconstruction
algorithm. The energy resolutions and the average measured energies for simulated 3
GeV showers are plotted as a function of wedge position. Wedge position 0 represents
the block center, and wedge position 1 represents the block boundary in the azimuthal
direction.
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Figure 6.13: Comparison of cluster fitting algorithm with the offline reconstruction
algorithm. The o4 and ¢ for simulated 3 GeV showers are plotted as a function of
wedge position. Wedge position 0 represents the block center, and wedge position 1
represents the block boundary in the azimuthal direction.
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atic. Low energy showers typically only deposit energy in one or two blocks. It is
usually possible for the minimization routine to locate a set of parameters (E.,x,y) for
which the x? goes to zero. This is possible because blocks with both measured and
predicted energies below threshold are effectively eliminated from the y? calculation.
If six of the nine blocks can be eliminated, and three or fewer points contribute to
the fit, then the fit is underconstrained, and y? can shrink to zero. If fewer than
three measurements contribute to the x?, then a range of (E,x,y) points can produce
a zero x2. In such cases, the curvature of the x? function near the minimum is zero
and therefore the estimates of the errors in the fit parameters diverge. This result is
not unexpected. After all, if a 100 MeV deposit is detected in a single block with all
the surrounding blocks recording no measured energy deposits above their thresholds,
all shower positions away from the block boundaries are of roughly equal likelihood.
The position of such showers is effectively unmeasured. The same is not true for a
large energy shower that is recorded by a single block. For large energy showers, the
expected energy deposited in the surrounding blocks is above the block thresholds
making it possible to include the contributions from the surrounding blocks in the
calculation of y%. In the case that a high energy shower is only detected by a single
block, the position of the shower can be quite well constrained to the block center.
Figure 6.14 shows the 1 sigma contours for a cluster containing only a single hit block
for a variety of measured energies. The 100 MeV deposit is merely restricted to be
centered somewhere in the central block, while the 1.5 GeV deposit is constrained to
be near the block center.

For showers near block boundaries, the shower position errors deduced from the
curvature of the y? function at the minimum are typically not accurate. In fact, there
is no way for them to be accurate, because the position errors for showers near block

boundaries are highly asymmetric. Figure 6.15 shows the 1 sigma contour plot for a
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Figure 6.14: Plot of 1 sigma contours for clusters with only one hit block.



111

ring position

05

025 |-

025 [

y

-0.75 —

g b b e e e e e
-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
wedge position

Figure 6.15: The probability contour for a simulated shower near a block boundary.
Deposits of 450 MeV and 50 MeV are simulated in the central block and in a block
in an adjacent wedge respectively. The (+) indicates the position for which the x?* is
a minimum, and the contour is the 1 sigma probability contour where the energy is
held constant and equal to the energy at the minimum y?.

typical medium energy shower near a block boundary. In this case, the central block
contains a 450 MeV deposit and a single edge block contains 50 MeV. The + indicates
the best estimate of the shower center. The contour extends more than twice as far
to the left as to the right from the best estimate of the shower position. In cases such
as this one, the position measurement is highly asymmetric and it is unreasonable to
expect that the shower position error could be represented by a single variance.
Figure 6.16 is a plot of the correlations between the energy and position meas-
urements plotted vs the position of the shower in the ring and wedge directions for

simulated 3 GeV showers in rings 10 and 19. The correlation between energy and ¢ is
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Figure 6.16: Correlation coefficients between measured energies and angles. Block
positions -1 and 1 represent block boundaries, and block position 0 represents the
block center. In the azimuthal direction, larger wedge position represents a larger
value of ¢. In the ring direction, a larger ring position represents a smaller value of 6.

large near the wedge boundaries. The effect 1s much smaller near the ring boundaries,
but a correlation is still present. The offline cluster reconstruction algorithm makes
no estimate of correlations between the angles and the energies.

As mentioned in section 2, the offline algorithm does a poor job estimating the
energies and positions for showers near the edge of the CCAL volume. Figure 6.17
shows the reconstructed energy and position distributions for the cluster fitter and the
offline algorithm for showers in block 20. The offline algorithm severely mismeasures
both the energy and position of showers in block 20. The shower fitter shows smal-

ler systematic offsets, and seriously mismeasures energy and position only for those
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Figure 6.17: Comparison of the offline cluster algorithm and the cluster fitter for
simulated 3 GeV showers in ring 20. Ring position -1 is the boundary between rings
19 and 20 and ring position 1 is the edge of the CCAL volume.

showers near the edge of the detector. The simulation estimates the expected energy
detected by the blocks in the cluster as if the region beyond ring 20 were lead glass.
The region is empty, so the energy absorbed by the CCAL is overestimated, because
there is no back scattering. This overestimate leads to the observed deviation from

the expected energy and position for showers near the edge of the detector.

6.4 Conclusions

Although this method has a number of attractive features, there are still several
problems that need to be overcome before it would be practical to use this method on
data.

It is not clear to what degree approximating the twenty uniquely shaped blocks
that populate the CCAL with two simplified 3 x 3 arrays limits the accuracy of the

shower reconstruction algorithm. The staggering of the blocks in the central part of
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the detector is not accounted for. The actual CCAL blocks are not rectilinear, they
are frustra and taper outward from their block faces. Unfortunately, a more accurate
simulation of the error matrix is beyond the reach of available computing resources.

The algorithm is too slow for use on large data sets. The evaluation of a 3 x 3
block grid containing a single shower takes approximately 1 second on a 100 SPEC{p92
computer. An event with several clusters might take as long as 5-10 seconds to
reconstruct. This is too slow to be practical for an experiment that collects millions
of events. The inversion of the covariance matrix constructed for each hypothesis is
the slowest step in the reconstruction process, and there is no foreseeable way to speed
it up significantly.

Low energy showers and showers near block boundaries have complex probability
contours. There is no way to represent such showers accurately by a simple best
estimate for (E,x,y) and the covariance matrix in the three fit parameters. This
limitation is inherent to the cluster reconstruction process. There is no getting around
it.

This algorithm lacks the facility for reconstructing overlapping showers. Even
if the covariance matrix for a two shower system could be estimated somehow, the
process of inverting the larger error matrix would be so slow as to make the method

unfeasible.



Chapter 7

Measurement of Select decays of 1)/

In this chapter a measurement of the angular distributions of ¢’ and .J/v decays
formed in pp annihilation is described. Additionally, new measurements of Br(¢" —

ete™), Br(¢' — J/¢Yrtn~), Br(y' — J/opn°7°) and Br(y' — J/¢n) are reported.

7.1 The Data

During two separate running periods in 1990 and 1991, experiment E760 recorded
approximately 8000 .J/¢> decays and 3000 ¢’ decays. During the 1990 running period,
the J/v and ' were revisited several times, while the 1991 data comes entirely from
two resonance scans. Tables 7.1 and 7.2 lists the number of events collected and the
integrated luminosity collected at each resonance. In addition to data collected at
the energy of the 1’ resonance, data were collected away from the ¢’ to provide an

estimate of backgrounds.

7.2 Data Filtration

In the charged trigger, “tracks” are reconstructed from hit patterns in hodoscopes

H1 and H2. The hodoscopes cannot measure the incident charged particle’s polar

115
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Resonance  Ecpyr (MeV) [ Ldt (nb™')  Neyepss
J/¢ (1990)  3095-3098 260 ~4000
J/¢ (1991)  3095-3098 661 ~4000

Table 7.1: J/¢ and background event samples.

Resonance Ecy (MeV) [ Ldt (nb™')  Neyepss
Y’ (1990) 3685-3687 1494 ~1600
" background (1990) 3655 184
Y’ (1991) 3685-3687 995 ~1200
Y’ background (1991) 3667 299

Table 7.2: ¢" and background event samples.

angle. There is no way, at the trigger level, to determine which of two Cerenkov counter
cells, upstream or downstream, is associated with the detected track. For this reason,
trigger logic is designed to “OR” the two cells. Offline, a complete event reconstruction
is performed. Using data from the calorimeter and the tracking chambers, the polar
angles of the electron candidates are measured. In each event, the two tracks contained
by the central calorimeter that form the highest invariant mass are considered electron
candidates. Events with electron candidate tracks contained by the high efficiency
regions of the Cerenkov counter, § € [15°,33°] and # € [39°,60°], that are not found
to be associate with a Cerenkov counter hit are removed from the sample used in this
analysis. In addition to the Cerenkov counter association selection requirement, loose
cuts are made on the electron candidate coplanarity (||¢1 — ¢2| — 7| < 1.0 rad), the
center of mass frame polar angle, (|07 — 05| — 7| < 1.0 rad) and the invariant mass

of the candidates (M > Q.QGZV). The efficiency of the filter was determined to be

C

0.9744+0.003 in the 1990 data sample and 0.987 £ 0.002 in the 1991 data sample. The

filter efficiency does not vary between channels.
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7.3 Electron Weight

In this experiment 4 detector subsystems, CCAL, Threshold Cerenkov, H2 and
the RPC, provide independent information that can be used to distinguish .J/¢ and
' decays to ete™ from background. The electron weight[56] (ELW) is a statistical
quantity developed by this experiment to provide a single variable to discriminate

between signal and background. ELW is defined as

fel(T>
v itk (i)

In this equation ff' is the distribution function (d.f.) for real electron tracks for

ELW = H (7.1)

detector subsystem measurement 72, and fz-bkg is the d.f. for background tracks. The 6

variables utilized by the electron weight are:

. % measured by the RPC.

o Cerenkov pulse height corrected to give uniform response in 6.

e H2 pulse height corrected to give uniform response in 6.

Second moment of CCAL energy deposition in ring direction.

Second moment of CCAL energy deposition in wedge direction.
e Shower Containment: Ratio of energy in 3x3 block region and 5x5 block region.

Plotted in figure 7.1 are the ratios of the d.f.’s for the signal and background data
samples that are used in the evaluation of ELW. .J/¢ and y» events, cleanly selected
with only topological cuts, are used to evaluate the signal d.f.’s. A sample of triggers
from the search for the 'P; state of charmonium were used to estimate the d.f.’s for
the background. In the region of the 1Py, the rate for the process pp — ete™ X is low

so the background can be cleanly measured. Figures 7.2 and 7.3 show the product of



118

v :F T 4
2 -
5 2 |
1 L
O-IIIIIIIIIII O_IIIIIIIIIIIIIIIII
0 1 2 3 0 0.5 1 15 2
Cerenkov pulse height (MIPS) RPC dE/dx (MIPS)
% 3 :— ?-’4—1.5
2 1
1 F 05 F
O:IIIIIIIIIIIIII | I O:IIIIIIIIIIIIIIIII |I|||
0 0.5 1 1.5 2 0 0.1 0.2 0.3 0.4 0.5
H2 pulse height (MIPS) CCAL cluster 2nd mom. - ring (blocks)
=15 T i
C 4 -
1 F L
2 —
05 F L
:I 111 I 1111 I | I | 0 L J; I 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.96 0.98 1
CCAL cluster 2nd mom. - wedge (blocks) CCAL cluster containment

Figure 7.1: Ratio of the distribution functions for electrons and background for the 6
variables that contribute to the electron weight (ELW). The Cerenkov, RPC and H2
signals are normalized to a single minimum ionizing electron track (MIP) and the 2nd
moments are given in CCAL block units.

the ELW’s for the 2 electron candidate tracks for the J/¢ and ¢’ data samples. Also
shown are the ELW product distributions for background data scaled to represent
equal luminosity as in the signal. For the J/v¢, the background contamination is

estimated from data collected in the region of the no. For the ¢’ the background
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to the signal.
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estimate is from the ¢’ background point. The background samples have been scaled
by the ratio of the luminosities to represent the background contribution in the data

samples. These data samples include all events collected through the 1 and 2 Cerenkov

triggers that have an electron pair mass in excess of 2.75 G:QV and with electron tracks
confined to " € [15°, 60°]. Notice that it is not possible to eliminate the background
by cutting on ELW without compromising the efficiency of selection for the ¢’ events,
but, because of the much higher cross section, J/i events can be selected with high

efficiency and almost no background contamination.

7.4 Measurement of A/, and Ay

As shown in chapter 2, the angular distributions of leptonic decays of J/¢ and
y" are determined entirely by the ratio of formation helicity amplitudes from pp, %‘;},
denoted by A. The angular distribution of ¢’ decays to J/¢rm (approximately 90%
of all ¥/ — J/¢¥X decays) are also described by Ay if the 77 system has 1=0 and
the ¢' decay to J/¢(wm) is s-wave. High statistics studies of ¢' — J/¢rm by ete”
collider experiments have demonstrated that the 77 system’s angular distribution and
mass spectrum is consistent with pure s-wave [36]. Figure 7.4 is a plot of Mx for
events from the 1991 ' data sample selected with a 1c kinematical fit to the reaction
P — J/YvX — ete” X. In the fit My is the mass recoiling against the J/¢ in the
Y’ decay. The plotted distribution is the best estimate of My reported by the fit.

Overlayed on the plot is the distribution

dN
dMx

NI

o (M} — AMZ) (M — AM2)> (M2, — M3, — M%)? —aM%, ME)" . (7.2)

This distribution [57] is the predicted 77 mass distribution for a s-wave 77 system.

Figure 7.5 is a plot of the angular distribution of the .J/v for the process o' — J/¥ X.
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Figure 7.5: Angular distribution of .J/¢ produced in ¢’ decays to J/¥X.

Both the 1990 and 1991 distributions are flat. The combined distribution was fit to

the function 1 + acos?8* a was determined to be —0.027 £ 0.030, consistent with

I/
an isotropic, s-wave, ¢’ decay. For the purposes of measuring the angular distribution

of inclusive ¢" decays, the ¢' decay to J/¢ X is assumed to be isotropic, and the .J /v

is assumed to carry away the polarization of the '
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The trigger simulation provides an accurate representation of the efficiency of the
detector for the various .J/¢ and ' decay channels as a function of the et CMS polar

angle #*. In this experiment, however, no distinction can be made between e and

—~ cosf*, —cosf*
e~; therefore, cosf* = U%

is used to describe the angular distributions.
This is reasonable since parity conservation requires that the angular distributions
are described by even functions. The ¢’ events are separated by decay channel into 2
subsets, inclusive decays (¢»" — J/1X) and exclusive decays (¢ — eTe™). Classifying
the events in this way is required because the detection efficiencies differ between the
two channels as a function of cosf*.

None of the E760 detector subsystems are symmetric in the polar angle 6. Pulse
heights from the hodoscopes and the Cerenkov counter and the resolution of the Central
Calorimeter all potentially have cosf* dependence. In order to avoid systematic error,
stringent cuts are avoided. For example, selection of ¢" events with hard cuts on their
electron signature in the inner detectors or x? from kinematical fits to allowed final
states can easily achieve signal to noise ratios of greater than 100 to 1, but this is
achieved at the cost of a selection efficiency of about 80% overall and may be non-
uniform in cosf*. The approach taken in this analysis is to select events in such a

way that efficiency as a function of cosf* is uniform and high. In the ¢’ analysis, the

background contamination is estimated from data collected off resonance and included

in the likelihood fit.

7.4.1 Measurement of A,/
The J/1 event samples are selected with the following cuts,
o 014 and 01" € [15°,607],

o M, > 2755V

C
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o (ELW.4 x ELW,-). > 0.1.

The electron candidate tracks are the tracks associated with the two CCAIL showers
that form the highest invariant mass.

3565 events pass these cuts in the 1990 data sample and 4027 events pass in the
1991 data sample. The background is estimated by applying the cuts to data taken off
resonance. In 1991, substantial quantities of data were collected in the region of the 7.,
n. and the h, charmonium states. Application of the J/v event selection to these data

sets gives a measurement of the background for the energies spanning the charmonium

GeV
2

spectrum. The mass cut, M, > 2.75 is substituted with % - M. < .347(;0';2‘/

5
so that the selection is more accurately represented for the span of center of mass
energies. Events that are kinematically consistent with the hypothesis pp — ete”
are excluded from the background estimates. These events are indistinguishable from
J /1 decays. The Ecprs dependence of these events is well understood and so they are
considered separately. In the 1991 data set, the background cross-section at the J/1
is 10 £2 pb or 7 £ 2 events.

In 1990, the only substantial background sample was collected in the region of the
center of gravity of the y states, Foars = 3.525 GeV. The background cross-section
in 1990 is 54+ 2.0 times larger than in 1991. The energy dependence of the background
is assumed to be the same for both running periods. The background cross-section
in the 1990 .J/v¢ data sample is 50 + 20 pb, or 14 £ 6 events. The background from
direct non-resonant pp — e¢Te” is 4 events in 1991 and 2 event in 1990. The total
background contamination in both data samples is less than 1%.

The efficiency of the electron weight cut is estimated with a test sample selected

by 4c kinematical fit to the hypothesis pp — J/¢» — ete™. 3380 events satisfy this

selection criteria in the 1990 data sample and 3728 events are selected in the 1991



125

200

%) C 2] o
c C c E
2 180 2 200
(] - (] =
160 175
o | 50 F
120 C 125 :—
100 E =
& 100
80 =
C 75 =
60 — C
40 - 50
20 E_ 25

0 : 1 1 1 I 1 1 1 I 1 1 1 I 1 0 E 1 1 1 I 1 1 1 I 1 1 I 1

0 0.2 0.4 0.6 0 0.2 0.4 0.6

cos6’ cos@’
(a) 1990 data (b) 1991 data

Figure 7.6: Angular distribution of the data for J/¢» — eTe™. The solid line is the

curve represents the best fit angular distribution multiplied by the detection efficiency.

data sample. From these samples, 3342 events pass the electron weight cut in the
1990 data for an efficiency of 98.9 4+ 0.2%, and 3679 events pass the cut in the 1991
data for an efficiency of 98.7 £ 0.2%.

The best estimate of the parameter A;/, is determined by the maximization of the

likelihood function

InL() “2:’” (cosé*)(l + AJ/¢c032(§2‘)
T 1
JM e(cost)(1 + )\]/¢C0520,)d(0030/)

=1

(7.3)

In this equation, ¢ is the efficiency for detecting an event as a function of the decay
angle of the electrons. Maximization of the likelihood for both data samples yields
AJ/¢(1990) = 0.86 £ 0.27, and AJ/¢(1991) = 0.95 £ 0.26. Combining the two results
gives

Aijy = 0.91 + 0.19. (7.4)

Figure 7.6 shows the angular distributions of the two data sets. Overlayed on the

figure is the curve that represents the best fit to the angular distribution multiplied
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by the detection efficiency.

7.4.2 Measurement of /\W

The cross-section for resonant formation and detection of the ¢’ is smaller by about
a factor of 10 compared to the J/t¢ while the background rate at the ¢’ resonance is
about 3 times higher. Therefore, the ¢/’ event sample is contaminated by background at
a much higher rate than the .J/i¢ sample. This contamination can be easily observed
by examining figures 7.2 and 7.3. To account for the contributions made by the
background to the angular distribution, a modified ”likelihood” function is used to
estimate Ay that includes the measured background distribution.

The cuts applied to the 1)’ data samples are

e 0! and 0l** € [15°,60°].

Mot o- > 27557

o (ELW) x ELW,) > 1.0.

Events collected through 1C or 2C triggers.

The 0C trigger is excluded because fewer than 1 event is expected to be collec-
ted in each of the data samples through this trigger. The reason for this is purely
kinematics. For ¢/’ decays, both inclusive and exclusive, if one electron is in the low
efficiency Cerenkov septum region, the second electron is necessarily not in that re-
gion. Therefore, ' decays almost always contain at least one Cerenkov counter hit.
The exclusion of the 0C trigger reduces background without deteriorating the signal.

The ELW cut has been increased to 1.0 from 0.1 used to select J/1 events. This

modification was made to reduce the background contribution. The efficiency of the
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this cut was calculated using a clean sample of .J/i) events selected by kinematical fit.
In the 1990 data the ELW cut efficiency was 95.1 £ 0.4% and in the 1991 data sample
the ELW cut efficiency was found to be 95.0 & 0.4%.

In the 1990 data sample, 1379 events pass the cuts; 1308 pass these cuts in the 1991
data sample. The backgrounds are estimated by applying these cuts to the background
data samples. 3 events are selected in the 1990 background sample which represents
a luminosity corrected background contribution of 24 £ 14 events. In 1991, 5 events
pass the selection criteria for a luminosity corrected background of 17 + 7 events.

Exclusive ¢’ decays are separated from the inclusive decays by kinematical fit
probability. Events in the sample that fail both the 1C inclusive fit and the 4C
exclusive fit are separated by electron pair mass using as the dividing line the mean of

the J /1 and ¢’ masses. Events with M +.- > 3.391 GfQV are identified as exclusive and

events with M.4+.- < 3.391Gf2V are identified as inclusive. In the 1990 data sample, 14
events failed both fits, and in the 1991 data only one event failed. No effort is made
at this stage to identify specific inclusive decay channels.

As before with the .J/v, the trigger Monte Carlo is used to produce efficiency
distributions as a function of cosf*. These distributions when combined with the
predicted form of the angular distribution, 1 + A\ycos?0*, give the probability dis-
tribution for both inclusive and exclusive decay channels. From these probability
distributions a pseudo-likelihood function[58] is formulated by combining the product
of the normalized probabilities for each event from the data samples, and dividing the
result by the product of the normalized probabilities for each event in the background
sample weighted in such a way as to compensate for the different amount of integrated

luminosity collected at each point. The log of the pseudo-likelihood function is
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ZTLL(/\,W) = Zj\;signal In

sch(coséf)(1+A.¢10052§f)
fol ach(cosg’)(1+/\w/c032§’)d(cos§’)

_ Nyack wsch(coséf)(1+/\w,c052§;“)
ZZ:I In fol Ech(COSH_’)(1+/\w;cos2(7’)d(cos§/) ' (75)
[ Lot
T I 7.6
v f*cbackdt ( )

ch identifies the channel inclusive or exclusive. The weighting factor w is required
to compensate for the different amounts of integrated luminosity in the resonance
scans and in the background region. Weighting the likelihood distribution in this
fashion yields a maximum that represents the best estimate of Ay. But, unlike the

standard likelihood method where the rms error in parameter Ay can be estimated

to be (—882;72;%)_%, 5/\w, must be determined by an alternate method. In this analysis,
the statistical error is estimated using simulated data sets with the same numbers of
events observed in the data samples. The systematic error due to the unknown back-
ground contribution and angular distribution is estimated by varying the background
distribution and observing the eflect on the best estimation of the fit parameter Ay.
In this formulation, both the ete™ decays and the J/¢)X decays are combined to
produce a single estimate of Ays,. This approach assumes that the angular distribution
of the electrons from the J/i decay is described by 1 + Aycos?d’. This has been
demonstrated to be true for the .J/¢mm decays, but is certainly not true for the other
J /v inclusive ¥’ decays. About 10% of ¢" decays to .J/1¢ proceed through the channels
' — xy = J/yy and ' — J/ipn. There is no way to cleanly separate the J/ymn
decays from the other channels, so the contamination is accepted. Monte Carlo studies
have determined that the systematic error introduced by the contamination is an order

of magnitude smaller than the statistical error in the measurement.

InL is maximized w.r.t Ay, The best fit values for angular distribution parameters

are Ay/(1990) = 0.01 £ 0.31 and Ay(1991) = 1.11 + 0.33. The systematic error due



129

0 F n E
© E T 50
o — ) r
> = > -
1) [l ) C
8 40 [
. 30 |
2 20 |
g 10 -
E 1 1 ‘ 1 1 ‘ 1 1 ‘ 1 O : 1 1 ‘ 1 1 ‘ 1 1 ‘ 1
0 0.2 0.4 0.6 0 0.2 0.4 0.6
cosT cosv?
(0) Exclusive Decays (b) Inclusive Decays
9] L
€ E
L 60
v r
50 |
40
30
20 |~
10
:\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘ L1
0 0.1 02 03 04 05 06 0.7

cosU
(c) All Events

Figure 7.7: Plot of the 1990 ' angular distribution for inclusive decays, exclusive
decays and all events. The estimated contribution of the background has been sub-
tracted. Overlayed on the plot is the function that maximizes the likelihood. The
function is normalized to the number of events.

to the unknown distribution of the background events was conservatively estimated
to be 0.25 for the 1990 sample and 0.15 for the 1991 sample. Combining the results,

adding both systematic and statistical errors, in gives
Ay = 0.63 £ 0.26. (7.7)

Figures 7.7 and 7.8 are plots of the cos@* distribution for the 9" background sub-

tracted data samples. Separate plots are made of the inclusive and exclusive event
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function is normalized to the number of events.

samples as well as a plot that combines each data sample. Overlayed on the plots are

the angular distribution functions that maximize the pseudo-likelihood functions.

7.4.3 Conclusions

Although this is the first experiment to study the angular distribution of the process

pp — J /1 — eTe™, the angular distribution of the reverse process has been studied by
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several electron positron collider experiments[59, 60, 61, 62]. The results of previous
experiments and this experiment are give in table 7.4.3. All of the measurements
are consistent with the theoretical predictions presented in chapter 2. Combining the
measurements of E760, DM2 and Mark-II, gives a world average estimate of A, =
0.68 4+ 0.09. This measurement is inconsistent by more than 2o with the hypothesis
that form factor Fy, = 0 proposed by Claudson, Glashow and Wise. The prediction
using the distribution amplitude of Gari and Stefanis is also inconsistent with this
measurement. Greater precision is required to distinguish between the remaining

theoretical predictions.

Experiment A1/
Mark-1 1.45 £ 0.56
DASP 1.7+ 1.7
Mark-11 0.61 +0.23
DM2 0.62+0.11
E760 0.91 +0.19

Table 7.3: Results of measurements of A;/,.

E760 is the first experiment to study the polarization of ©’ formed in proton-
antiproton annihilations. However, the measurement of Ay, lacks the precision neces-

sary to distinguish a prefered theoretical model.

7.5 Measurement of Br(y' — ete™),
Br(¢y' — J/m'%), Br(y' — J/¢yrTn") and
Br(y" — J/4n)

By measuring the ratio of the number of event collected through various ¢’ decay
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channels and comparing these measurements with the well known ¢’ — J/¢ X decay
rate, this experiment is able to provide a better than world average measurement for
Br(y' — eTe™) and measurements of Br(¢’ — J/¢7%7°%) and Br(¢' — J/¢yrta™)
that have errors comparable to the world average. We are also able to measure
Br(y" — J/vn), but better measurements of this channel have been made by other
experiments. Despite this experiment’s relatively low statistics, it has low backgrounds
for charmonium decays to e*e™, making it competitive.

In measuring Br(y)' — eTe™), values for Br(¢' — J/¢¥X) and Br(J/¢ — ete™)
from other experiments are required. The world average of Br(J/¢ — ete™) is
(5.99 + 0.25) x 1072 and Br(y' — J/¢X) is (57 £ 4) x 1072 Together, these 2
measurements contribute a limiting 8% systematic error to our results. The expression

for the branching fraction of ¥’ to eTe™ is

By — ete™) = (EJ/wX) (EJ/wX) ' (EJ/M) Nee
geom trigger

fee fee tee /) select Nijyx

<B( — T/ X)B(J/b — eTe). (7.8)

In this equation €jeom,€irigger, and €seeer are the acceptance, trigger efficiency and
selection efficiencies for the exclusive (ete™) and inclusive (J/¢ X) decays of ¢'. N..
and Nj/yx are the numbers of exclusive and inclusive events detected.

Similarly, the expression for the observable inclusive ¢" branching fractions to final

state [ is

B(i//—)f)z (€J/I¢X) <5J/wX> <€J/'¢X) Ny
¢t geom ef trigger ef

select NI/wx

xB(y" — J/¢pX). (7.9)

In this equation f represents detected final states J/on 7", J/opata™ or J/opm. =

and 7 are detected through their decays to v7.
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7.5.1 FEvent Selection

As in the angular distribution analysis, in this analysis the cuts are kept loose
and data collected near the ' resonance is used to estimate the background. This
approach maximizes the selection efficiency. The following cuts are applied to select

Y’ decay candidates

° Giib and Gé“_b € [15°,60°],

[ Me+e— > 2.5G662V,
o (ELW. x ELW.-) > 0.1,

o All events collected with the 2C trigger.

Events collected with the 0C and 1C triggers are not considered because they include
multiplicity cuts on the hodoscopes that have a very low efficiency for the ' —
J/pmntr~ channel. The invariant mass distribution of the candidate electron tracks
for the 1990 and 1991 data sets are shown in Figure 7.9 . The shaded region in this

data sample is an estimate of the background contamination.

Data Set Candidates  eTe™ JIX  Jlpata J/pr70 J/Yn
(o) (10 (1) (6)
Y’ data 1643 216 1029 217 87 23
Background 25 0 2 5 0 0
Effective Back.  203+41 0£8 16 +11 41+£18 048 048
Internal Back. 0 15 1 0 1.5
Signal 1440+£41 21617 998434  175+23 8712  21.51+9

Table 7.4: 1990 v’ data

From the samples of candidates, events from 1) — eTe™ are selected by means of

a 4c kinematical fit. Inclusive ¢' — J/1 X decays are selected by a 1c kinematical fit
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Figure 7.9: e*e™ mass spectrum for ¢’ candidates.

where My is allow to vary. Because this fit is so weakly constrained, an additional

requirement that the fit probability for the hypothesis ¢' — ete~

is less that 1079 is

also applied to the inclusive selection. Inclusive decays of v to J /a7 — ete=yyyy

and J/vyn — ete~ v~ are selected by means of 7c and 6¢ kinematical fits respectively.

Some events contain showers whose timing is “undetermined”. These showers may or

may not be associated with the event. The fitting algorithm considers all plausible
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Data Set Candidates  ete~ J/vX  Jpatas J[panC T/
(4c) (1c) (7¢) (6¢)
Y’ data 1396 248 993 199 70 17
Background 34 0 10 3 0 0
Effective Back. 113419 0+£3 33+£11 10+6 0 0+3
Internal Back. 0 7 1 0 2
Signal 1283+19  248+16 953433  188+15 704+9 1545
Table 7.5: 1991 ¢’ data
Channel % (1990) NZ# (1991)
' — ete 0.216 +0.019 0.260 +0.019
O — J/YrtrT 0.175+£0.024  0.197 £ 0.017
o' — J/Yr°7%  0.087 £0.012 0.073 £0.010
' — J/n 0.022 £ 0.009 0.016 4+ 0.005

Table 7.6: Ratios of 1’ decay rates to J/¢ X.

combinatorical combinations of “undetermined” showers. The fit which produces the

lowest y? is used to evaluate the event. For each of the channels, a x? cut equivalent

to a 1% confidence level is made. Because the resolution in the measurement of the

energies and angles by the calorimeters are not exactly Gaussian, the x? probability

cut efficiency is not 99%. The efficiencies of the fits are determined by Monte Carlo.

Y’ decays to J/¢mTm~ are identified by topological cuts alone. J/¢r+7~ candidates

are required to have 4 non-adjacent hits in the H2 hodoscope. The 2 hodoscope hits

not associated with electron tracks are required to be unassociated with Cerenkov

counter hits. The Cerenkov counter requirement is made to exclude backgrounds

from the J/¢n%7? channel where a v from =

0

converts or a w° Dalitz decays to ete™7.
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Tables 7.4 and 7.5 show the number of events selected for each of the detected
channels, the number of events in the background samples, the effective background
expected in the data sample, and the internal background. The effective background
is simply the measured background scaled according to luminosity. The internal
background is the expected number of events from real )’ decays to other channels
that are misidentified. The rates for misidentifying events are determined with the
Monte Carlo simulation. The simulation includes ¢/ — J/yata~, ¢ — J/yp7°7",
Y' — J/¢n and radiative transitions through each of the x states. Table 7.6 shows
the ratios of the number of events selected in each of the detectable channels to the
number of events selected in the J/¢¥ X channel.

In the 1990 data, one event was found to pass both the J/¢¥n and the J/¢m°m°
selections, and two events were found to pass the .JJ/¢mT 7~ and the .J/{)7°7° selections.
In the 1991 data, there is no overlap between the selected events. This overlap is not

unexpected and is accounted for by the internal background estimates.

7.5.2 Selection Efficiency

The efficiency of electron weight cut is determined by its application to a clean
sample of pp — J/1p — ete™ events collected through the 2C trigger and selected by
a kinematical fit. For the 1990 .J/+ data, in a sample of 2874 .J/v¢> events 2799 events
have (ELW; x ELW3;) > 0.1. The efficiency of this cut is 0.974 £+ 0.004. A similar
analysis yields an efficiency of 0.983 4 0.002 for the 1991 .J/+¢ data. The efficiency of
the electron weight cut for the ¢’ channels is almost unity and is not expected to vary

e

with channel. Therefore, the electron weight cut does not contribute to (M> o’
select

The efficiency of the electron positron mass cut is lower for J/Y X — ete™ X

decays of the 1 than it is for the higher mass 1’ — ete™ decays. Using the GEANT
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Monte Carlo simulation, the ratio of the efficiency of the mass cut is determined to

be (M)M = 0.985 £ .003 for the 1990 data. The superior energy resolution cut

€
ee ce

in the 1991 increases the efficiency for 1991 J/1 X data. The ratio of the efficiency of
the mass cut in the 1991 data is (%)Mee = 0.992 + 0.004.

The efficiencies of the 4 kinematical fits are determined by GEANT Monte Carlo
simulation. Each channel is simulated with both direct decays of charmonium to ete~
and radiative decays to ete™v as predicted by Q.E.D. If the radiative contribution
was neglected, the 4c fit efficiency would have been over-estimated by about 5% and
the 1c fit efficiency by about 1%. Table 7.7 shows the estimated fit efficiency for each
of the 1’ decay channels. In this table the efficiencies for decays to J/¢n%7% and J/¢n
include the angular acceptance of the ys and the branching fractions of 7° and 7 to v+.
In table 7.8 are the estimated and measured efficiencies for fits to pp — J/¢p — ete”
and pp — x2 — J/vby — eTe7y. J/1b and x, events can be cleanly selected with
only electron weight and mass cuts, making it possible to measure their fit efficiencies
directly. The J/1v events are fitted with 4 constraints, and y, sample is selected by
a lc fit where the v from the radiative transition to J/i¢ is not measured and M,
is allowed to vary. These data provide a test of the accuracy of the Monte Carlo
simulation.

The efficiency of the J/¢mT7~ selection was determined with the charged trig-
ger simulation. The selection efficiency for the 1990 data was determined to be
0.369+0.010. The selection efficiency for the 1991 data is 0.368+0.010. The error
in the efficiencies are due to the uncertainty in the rate for spurious hits in H2.

The selection efficiencies for o' — J/¢rnTn~ is estimated with the trigger Monte
Carlo.

The ratios of the selection efficiencies for the 4 detected 1" decays to the selection

efficiency for detection of ¢' — .J/¢) X are given in table 7.9.
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Channel erie MC(1990) €5,y MC(1991)
P — ete” 0.715 £ .047 0.848 £+ 0.01
= J/pX 0.853 £ .029 0.932 + 0.01
O — J/pr7%  0.188 £.009  0.224 £0.014
' — J/n 0.488 £.022  0.546 £ 0.017

Table 7.7: Fit efficiencies for ¢' decay channels.

Channel erie MC(1991)  €5ir Meas. (1991)
J/p — etem  0.896 £ 0.005 0.894 £ 0.005
x2 — ete™y  0.902 4+ 0.007 0.916 £ 0.006

Table 7.8: A test of the Monte Carlo Simulation using clean samples of .J/¢ and y,
decays collected during the 1991 data run.

o (]t (2)__qin)
W — efem 1.17 +£0.04 1.090-£0.006
W = JjprtaT 2.31 £0.07 2.53 £0.03
W — J[pmOr® 4.54 40.14 4.17 40.03
W — J i 4.51 £0.15 4.40 £0.09

Table 7.9: Ratio of the ¢' — J/1 X selection efficiency to selection efficiencies of the
' final states.

7.5.3 Trigger Efficiency and Acceptance

The 2C trigger contains a multiplicity cut on the number of hits in the hodoscope
arrays: Ng; < 4 and Ny, < 4. Although this cut does not exclude any v’ decay
channels directly, 4 charged track decays, such as the dominant ¢’ — J/¢nt7~ de-
cays, can be rejected in the event of an extra spurious hit in either hodoscope. As

discussed in chapter 4, the dominant source for spurious hits in H1 is d-rays from
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beam-target interactions, and the dominant source in H2 is d-rays from interactions
of charges tracks with the detector materials. The trigger Monte Carlo simulation is
used to determine the trigger efficiency for each channel as a function of the angular
distribution parameter Ay.

The angular distribution for both exclusive and inclusive 1’ decays has been shown
to be 1+ Ayrcos?0*, where Ay depends entirely on the formation helicity amplitudes.
Because both the inclusive and exclusive channels have the same form, the ratio of the
acceptances for the inclusive and exclusive channels varies by only 0.5% over a wide
range of allowed values of Ay. This is despite the fact that in the same range of Ay
the absolute acceptance for either the exclusive channel or the inclusive channel vary
by more than 10%. The exception to this rule is the J/¢n decay channel. Because of

the negative parity of the n, the angular distribution of this decay is 1 + Ayicos*0* as

4)\¢/
5Ay+a

it is for ete™ and J/ymw decays, but 1 — cos’0*. For this reason, the error in

(EJ/wX

y )t » is about 10 times larger ( 5% compared with 0.5%) for J/¢¥n decays
: rig/geom

than for ete™ decays.

CI/pX I/ X
Channel (T>mg/geom (1990) (T)mg/geom (1991)
= eTem 0.90320.005 0.900£0.005
W — Jprtae 1.070 £0.005 1.070 +0.005
W' — J/prOr° 0.95240.009 0.94440.009
&' = J/dn 0.808 £0.041 0.8020.041

Table 7.10: Ratio of ¢' — J/1 X acceptance and trigger efficiency to the acceptance
and trigger efficiencies of ¢/ final states.

The combined trigger efficiency and acceptance are given in table 7.10. Included
in the acceptance for ¢’ — J/i¢n is the branching fraction for n to decay to . The

efficiency ratio reported for the J/¢mt7~ channel includes the selection efficiency.
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7.5.4 ¢’ Branching Fractions

Inserting the measured rates, estimated efficiencies, and the PDG [37] value for
Br(¢" — J/¢X) and Br(J/i» — eTe™) into equations 1.9 and 1.10 yields the values

given in table 7.11. Combining the 1990 and 1991 data sets the best estimates of the

Channel Br (1990) (x107%) Br (1991) (x1072)
LZJ, — ete~ 0.78 + 0-07stat + O.OGSySt 0.87 + 0-07stat + 0-07syst
IZJ/ — -]/77/)7T+’/T_ 24.7 4 3.Dstat £ 1-7syst 30.4 + 2-7stat + 2-1syst
O s JJOmOr0 214+ 3000 £ 150 16.5 £ 24gp0r £ 1.2,
IZJ/ — ]/77/)7’] 4.6 & 1.9444: £ O.BSySt 3.2+ 1.0444 = 0-2syst

Table 7.11: Results.

branching fractions are

Br(¢' — ete™) = (0.83 £ 0.0554; £ 0.07,,5) x 1077, (7.10)
Br(y' — J/patnT) = (28.3 4+ 2.1 40s £ 2.040) x 1072, (7.11)
Br(¢" — J/¢a7°) = (18.4 £ 1.9514; & 1.35y5) x 1077, (7.12)

Br(¢" — J/¢n) = (3.5 £ 0.9, £ 0.25,5) x 1072 (7.13)

The statistical errors are added in quadrature and the systematic errors, being from

the same source, are carried through the average unchanged.

7.5.5 Conclusions

The results of this experiment are presented in table 7.12 with the previous pub-
lished values and the PDG[37] world averages. All the results of this experiment are

consistent with the previously determinations and significantly improve upon the world
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Channel E760(x107?) previous (x107?)  Reference
P — ete” 0.83 £ 0.05540¢ £ 0.07 4y 0.93+1.6 Mark T [63]
0.88£0.13 PDG [37]
O s Tt 28.3 4+ 2.0 £ 2.0, 320440  Mark I [64]
36.0 £ 6.0 DASP [65]
32.4 4 2.6 PDC [37]
O s Jpmon® 184+ 1.9, £ 1.3, 18.0 + 6.0 DASP [65]
18.4 + 2.7 PDG [37]
W — Jln 3.5 4+ 09,100 + 0.2,y 2.5+ 0.6 Mark IT [66]
2184014  CBAL [67]
3.6+ 0.5 CNTR [68]
2.7+£0.4 PDG[37]

Table 7.12: Comparison of E760 results for ¢’ branching fractions with previous
determinations.

average for the ¢ — ete™ mode. They modestly improve upon the world averages

for the ' — J/¢pntn~ and ¢' — J/p77° modes.



Chapter 8

Observation of J/i — eTe ™7y

In ete™ collider experiments large backgrounds exist to ete™ and ete™y final
states from direct electron-positron scattering. In this experiment such backgrounds
do not exist, making it possible to detect the decay J/1¢» — ete™+. The three sources

+

of background that are not negligible are e™e™ events in which bremsstrahlung in-

teractions with material in the beam pipe or the inner detectors produce a radiated

+

photon, e*e™ events with an extra shower from an unrelated pp annihilation, and non-

resonant hadronic interactions that are misidentified as ete™v events. Interactions of
electrons with detector materials are simulated with the GEANT Monte Carlo. In the
1991 data, timing information is available to determine if showers are on-time, sharply
reducing backgrounds from pileup showers. Data collected near the J/1 resonance is
used to directly measure the non-resonant background.

Observation of .J/¢ — ete~~ has never been reported. However, the decay .J/¢» —
pt =~ was observed by the Mark TIT experiment[69], and found to be consistent with
QED predictions. The reaction ete™ — ete™ was studied as a possible source
of background for 7¥7~+ decays of the J/v) by the Mark IIT experiment[70]. They
concluded that the radiative Bhabha rate is the dominate channel for producing the

eTe~~ final state.

142
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The ratio of the decay rate of T'(J/¢p — ete™) to the non-radiative process is

dreteT a 2\ dw sin?0’
=5 |l-—=] — — 72 — | dSY.. (8.1)
r T Vs) w \(1 = B2cos o)

In this equation, w is the energy of the radiated photon in the overall center of mass

frame and @/ is the angle between the positron and the radiated photon in the ete
center of mass system. Notice that the distribution of the photon energy and the

photon angle are nearly decoupled. The 6 distribution is sharply peaked at ¢, ~

v/3(1 — 82) ~ 1073 rad, and falls off as 32.56,7 as 0, increases. Because this experiment
has no magnetic field, typically the photon showers overlap with the electron shower
in the calorimeter and are undetectable. The photon energy distribution is divergent
with falling photon energy as expected for a radiative process.

10,000 J/¢ — eTe™ and 60,000 J/1) — ete™v events are generated that pass the
trigger simulation. An energy cutoff of 20 MeV and an opening angle cutoff of 2 mrad
are applied in the simulation to remove the energy divergence and the almost diverging
portion of the theta distribution. These data are boosted to the E760 lab frame
and processed by the GEANT[50] Monte Carlo simulation. The program tracks the
primary particles through the beam pipe and inner detector systems where scattering
and production of secondaries due to interactions with materials are simulated. Both
data sets are reconstructed with the analysis program used to reconstruct data.

The following cuts are applied to the 1991 filtered .J/¢ data set as well as the two

Monte Carlo data sets to select .J/v¢ candidates:

° 92‘.15 and Hi‘l_b € [15°,60°],

° Me+e— > 2.5(;62‘/,

C

o (FLW_+ x ELW_-) > 1.5 (not applied to MC data),
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Figure 8.1: Mass of electron-positron pair for .J/¢ decay candidates from (a) 1991 .J /¢
data, (b) Monte Carlo J/¢p — eTe™ and (¢) Comparison data (+), MC J/¢p — ete
(O) and MC J/¢p = MCete™ and J/¢p — ete™y as predicted by QED (A).
A total of 3933 candidate events were selected from the data. Figure 8.1 shows the
electron pair mass distributions for the three data sets. Notice that the low mass tail
in the data cannot be adequately simulated by the ete™ decays alone.

From the .J/v candidate event subset, J/1 — e*e™ events are selected by requir-

ing that one and only one extra shower exists with:
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Figure 8.2: Electron-positron mass distribution for J/¢» — ete™y candidates in (a)
1991 J/4 data., (b) Monte Carlo J/¢» — ete™ and (c) Monte Carlo J/¢ — ete™y

e Energy > 200 MeV,

o Extra shower is separated from both the et and e~ showers by more than

200 mrad,

o Extra shower is either on-time or its timing is undetermined.

77 events from the J /1 candidate subset are selected. The cut in opening angle guaran-
tees that all three showers are isolated. This reduces backgrounds from bremsstrahlung
interactions of the electron and positron with the detector materials and eliminates
backgrounds from single electron or positron showers, with large transverse fluctu-
ations, mistakenly being reconstructed as two showers. Figure 8.2 is a plot of the
electron-positron mass for events passing the J/¢) — eTe™v event selection. Notice
that only three events from the MC J/v) — ete™ sample pass the eTe™v selection.
This represents a normalized background of one event in the data. Backgrounds from
interactions with detector materials are nearly negligible with these cuts.

Figures 8.3 and 8.4 show the total lab energy and invariant mass distributions
for the J/¢p — ete™+ candidates. Mass and lab energy distributions for both the
ete™ alone and all three particles are plotted. For a majority of the events, the total

energy and mass of the eTe™ alone are well below the total lab energy and .J/+> mass.
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Figure 8.3: Total lab energy of (a) the ete™ pair and (b) the ete™ pair and the radiated
photon. The total energy available in the lab frame is 5.11 GeV.

However, with the addition of the extra shower, the distributions become centered
about the total available energy and the J/t mass. This is clear evidence that the
background from pileup showers is small. Were a substantial portion of the sample
from ete™ decays of J/i¢ accompanied by a pileup photon, the plot of M.. would
be sharply peaked near the J/1) mass and the energy of the eTe™ pair would be
peaked near the total lab energy. Additional showers would push the mass and the
energy higher and broaden the distributions. In the sample of 77 ete™v candidates, the
background contribution from pileup is estimated by fitting the electron-positron mass
spectrum to a normalized linear combination of the pure eTe™ decay mass distribution
(figure 8.1b) and the e*e™ mass distribution expected for ete~v events (figure 8.2c¢).
The fit determines the ete™ contribution to be (86 4+ 7)% of the sample. A second
fit was performed on the ete™ energy distribution. As with the mass fit, a linear
combination of the energy distributions for the simulated ete™ and ete™v samples
was fit to the data. The energy fit estimates the ete~~ contribution to be 85 + 7%.

The two fits are consistent, but also highly correlated, so the errors are not combined
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Figure 8.4: Invariant mass of (a) the ete™ pair and (b) the eTe™ pair and the radiated
photon.

in quadrature. Figure 8.5 shows the best fit curves for both fits and the estimated

te~ events. The estimated background from pileup is 10.4 4 5.2

contribution from e
events.

The background from non-resonant pp annihilations can be easily estimated by
applying the cuts to data taken away from the .J/t¢ resonance. The principal compon-
ent of this background is pp — 7%7" where the 7"’s either Dalitz decay or a photon
converts in the beam pipe. Application of the cuts for eTe™y selection to the data
collected in the region of the 7. yields 10 events. The 1, data sample is 3.3 times
larger than the J/¢ data sample, so the estimated background from all non-resonant
sources 1s 3.0 + 1.0 events.

The background contribution from bremsstrahlung by the electron or positron in
the beam pipe or inner detectors is estimated with the J/¢» — ete™ Monte Carlo
simulation. three of the 10,000 events simulated pass the selection criteria for ete™7.

This represent a normalized background of 1.0 4 0.6 events.

Subtracting all backgrounds, the estimated number of ete™v events in the data
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sample is 62.6 £ 10.3 events.
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Figure 8.6: Comparison between MC (solid line) and data for J/¢) — ete™v. Figure
(a) is the CMS energy distribution of the radiated photon. Figure (b) is the CMS

opening angle between the radiated photon and the nearest et or e~ track.

The ratio of the contributions of the J/v¢ — eTe™ and J/¢p — ete™y is determined
by integrating equation 8.1 with the cutofls imposed in the simulation. The simulated
data set is normalized to the number total events that pass the .J/1¢ candidate selection
criteria, 3933. 44 events are predicted by QED to be compared with 62.3 £ 10.3
events observed in the data. The measurement is consistent with the predicted rate,
and there is no evidence for pp — J/1» — ete™v events from any source other than
final state radiation in this experiment. Figure 8.6 shows the expected (solid line) and
measured distributions for the center of mass system energy and opening angle of the
radiated photon. There is good consistency between the predicted and the measured

distributions.
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